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1 Introduction

A simple account teaches us that argument validity is a matter of truth-preservation: roughly, an

argument is valid just in case the truth of the premises guarantees the truth of the conclusion.

Making this slightly more precise, we can say that a set of sentences Γ of a language L entails a

sentence s of L relative to a model M just in case whenever all elements of Γ evaluate to truth

(in L), so does s. But this simple account becomes instantly more complex once we are dealing

with inference patterns in natural languages. One immediate problem is ambiguity. For instance,

consider the following:

(1) Ambiguity.

a. If John is at the bank, he will cash a check.

b. John is at the bank.

c. He will cash a check.

Suppose that ‘the bank’ in the big premise refers to a financial institution and in the small one to

the bank of a local river. In that case, the argument is clearly not truth-preserving, even though,

going by the surface form, it seems to have the form of modus ponens. Of course, we wouldn’t

classify (1) as a counterexample to modus ponens. The argument equivocates on the ambiguity

of the word ‘bank’, a fact that is captured by tracing the ambiguity to the difference in logical

form. In particular, the lexical item corresponding to the first occurrence of ‘bank’ is different

from the one corresponding to the second. So, an argument like (1) can be associated with distinct

representations; whether an occurrence of it instantiates a particular inference pattern depends on

disambiguation.

While one ought to keep track of ambiguities, this is not particularly problematic for the

prospects of developing a systematic account of validity. One just ought to appreciate that the
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underlying form of an argument cannot be read off of the surface form.

More complex issues arise from considerations of context-sensitivity. The fact that natural lan-

guages are riddled with context-sensitivity automatically complicates how we understand validity.

For starters, consider the following inference:

(2) He is happy. Therefore, he is happy.

Is inference in (2) valid? What if we allow that the two occurrences ‘he’ to be resolved differently—if

for instance, I use the first ‘he’ pointing at John, while the second one pointing at Tim? Clearly, in

this case, the inference wouldn’t be valid: the premise can be true while the conclusion false. But

does that mean that we have a failure of the inference pattern p |= p? Of course, this is a wrong

conclusion to draw from (2)—what’s underscoring the failure is the fact that the meaning of the

first occurrence of the sentence ‘he is happy’ in (2) is different from that of the second occurrence

of that sentence, as a result of a contextual effect—a pointing gesture in this case. In a sense, it is

not p that we are inferring from p, at all; it is some rather different unrelated conclusion.

A natural and common reaction to this is to say that sentences like (2) are sensitive to context,

and that consequently we need to take that context-sensitivity into account in our definition of

truth, entailment and validity. In particular, we need to first factor in the fact that sentences are

not true or false simpliciter, but only relative to a context. ‘He is happy’ is true only relative to

some context that fixes the meaning of ‘he’. So, we can say that the sentence ‘He is happy’ is true,

relative to a model M and a context c, just in case the object picked out by ‘he’ in c and M is

happy. Since truth is now relativized to contexts, we have to correspondingly modify our notion

of validity and entailment to capture this context-sensitivity. A natural and common way to do

this is to hold that a set of premises entails a conclusion, just in case, for any model M and a

context c if the premises are true in M and c, then so is the conclusion. This move rules out (2)

as a counterexample to p |= p inference pattern, as relative to the same context, ‘he’ has to be

interpreted the same way.1

This idea can be seen as a ban on illicit or implicit shifts or changes in context that can affect

interpretation; just as ambiguity can lead to equivocation, so can a contextual-effect of the kind

1One might complain that, in the case of (2), it is not the context that changes—rather, it is relative to one and the
same context, but two different demonstrations within that context, that the two occurrences of the demonstrative
select different individuals. Consequently, the two occurrences of the demonstrative are differently represented in the
logical form, so that this is not an instance of p |= p. This view can be found in Kaplan (1989b,a). However, Kaplan
himself saw this as a challenge for characterizing validity—if every two occurrences of a demonstrative come with
a different directing intention, or demonstration, and are thus differently represented, we get no instances of p |= p
relative to any context. Putting this aside, note that we can make the same point with pure indexicals, which by
definition cannot have more than a single value in a context. So, for instance, the validity of ‘I am happy. Therefore,
I am happy’ shouldn’t be threatened by the fact that I could have been the one who utters the first sentence, and
you, the second. For this reason, Kaplan maintains, we need to characterize entailment and validity as relations
between sentences-in-context, i.e. abstract pairings of contexts and sentences, rather than utterances, as real-world
events. But, we will see that this move is insufficient to adequately capture validity for natural language inference
patterns.
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we’ve seen in (2).2 The logician’s ban on shifting contexts is supposed to come as a remedy to the

problems raised by pernicious context-sensitivity, and rule out examples like (2) as counterexamples.

The thought is simple: when one is giving an argument towards a particular conclusion, one should

be committed to a stable context, one that guarantees a non-equivocal interpretation to the context-

dependent expressions.3

2 Complications in a Stable Context

However, there are problems even if we assume a ban of implicit shifts in context. Let us take

an example that dramatizes the problems. Famously, McGee (1985) argued that modus ponens is

invalid for English indicative conditional. The counterexample goes as follows:

(3) Opinion polls taken just before the 1980 election showed the Republican Ronald Reagan

decisively ahead of the Democrat Jimmy Carter, with the other Republican in the race,

John Anderson, a distant third. Those apprised of the poll results believed (3-a) and (3-b),

with good reason. Yet they did not have reason to believe (3-c).

a. If a Republican wins the election, then if it’s not Reagan who wins it will be Anderson.

b. A Republican will win the election.

c. If it’s not Reagan who wins, it will be Anderson.

But, of course, (3-c) follows from (3-a) and (3-b) by modus ponens. What gives? Insofar as we

would like to reject (3-c), if modus ponens is valid, then either (3-a) or (3-b) has to be false. It

seems that denying (3-b) is a non-starter. That leaves us with (3-a). But (3-a) is intuitively true.4

Since we are dealing with a modus ponens inference, we need to say something about the truth-

conditions for an indicative conditional in a context. Taking for a moment the standard account

2One might want to reserve the term ‘equivocation’ for genuine instances of ambiguity, where an argument is
trading on a non-uniform disambiguation of a term, as in (1). In the case of (2), the argument doesn’t involve two
different meanings for the pronoun ‘he’, merely two different semantic contents for a single lexical entry. Nothing
hinges on the choice of terminology. Clearly, one ought to control for both types of effects—disambiguation and
context-sensitivity resolution—in evaluating an argument.

3This sentiment is echoed more or less explicitly throughout the literature. See in particular Kaplan (1989b,a);
von Fintel (2001); McGee (1985), inter alia.

4To take a similar example, consider the following:

(i) Gentle Murderer:

a. If John will kill Bill, he ought to kill him gently.
b. John will kill bill.
c. John ought to kill Bill gently.

Something has gone wrong again. While we might be persuaded by (i-a) on the grounds that a lesser evil is better
then a greater one, (i-c) certainly sounds false. And while holding the context fixed can guarantee that the premise
is true when the conclusion is, this doesn’t explain why (i) feels like a counterexample.
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of conditionals, let us suppose that a conditional if(p)(q) is true at a world w, in the context c

just in case all the closest-to-w p-worlds are q-worlds (where closeness is determined by context).5

Now, suppose that (3-c) is false in w in c. Then, it’s not the case that all of the closest worlds from

w in which Reagan loses, are such that Anderson wins. But is then (3-a) true at w in c? Well,

supposing that (3-b) is true at w in c, then w is a world in which a Republican wins. Assuming

that the w is among the worlds closest to itself, since (3-c) is false, not all the closest worlds in

which a Republican wins are such that in it, it is true that if it’s not Reagan, it’s Anderson; w is

a counterexample. So, if both (3-a) and (3-b) hold in a context, (3-c) has to hold in that context

as well: Stalnaker/Lewis account validates modus ponens. But, McGee (1985) argues, this is a

problematic result as we have good reasons to believe (3-a) and not (3-c); (3-c) seems false while

(3-a) sounds true.6 So, if relative to a fixed context (3) is valid, we still need a further explanation

of why we feel that something has gone wrong.

To make things worse for modus ponens inference, English indicative conditional seems to obey

the so-called import-export (IE) pattern, the argument illustrated in (4):

(4) There was a murder at a mansion. One of the staff members is guilty.

a. If the butler is innocent, and the gardener is innocent, the cook is guilty.

b. If the butler is innocent, then if the gardener is innocent, the cook is guilty.

(4-a) seems to entail (4-b). Indeed the two conditionals sound equivalent: one is true just in case

the other is. So, prima facie (4) seems to conform to the so called import-export inference pattern:

p∧q → r �� p→ (q → r). The problem, of course, is that as a well known result by Gibbard (1981)

establishes, any conditional that supports both IE and MP and is at least as strong as material

implication is equivalent to material implication. Since material implication is a non-starter for

the meaning of an English indicative,7 at least one of the patterns has to go. Problematically, the

standard semantics validates modus ponens and gives up IE. But this seems as exactly the opposite

from what we observe: while we appear to have counterexamples to MP, IE is flawless.

5More formally:

(i) Jif(p)(q)K〈w,c〉 = 1 iff ∀w′ ∈ Closest(w, p) : w′ ∈ JqKw,c, where Closest(w, p) = {w′|wRw′ & w′ ∈ JpKw,c&
for all w′′s.t.wRw′′ & w′′ ∈ JpKw,c, w′ ≤w w′′}

For simplicity we drop Uniqueness Assumption of Stalnaker’s framework, and the Limit Assumption of Lewis’ frame-
work; this is of no significance for our purposes. Both Lewis’ and Stalnaker’s analysis validate modus ponens
(assuming at least weak centering). More generally, the specifics of the account of conditional do not really matter
for the counterexample so long as the account maintains that the domain of worlds over which the conditional is
ranging is held constant across the argument in (3).

6Indeed, McGee (1985) takes (3) to be a counterexample to Stalnaker’s theory of conditionals, precisely because
it validates modus ponens, while (3) shows that modus ponens is invalid.

7Despite some venerable attempts at defending the material conditional analysis (Grice, 1989), the analysis seems
hopeless (Lewis, 1975).

4



3 Uniformity

So given the standard account of conditionals, even when subscribing to the ban on context-shifting,

we get puzzling results, seemingly precisely the opposite from intuitively correct ones. But, this

result was underwritten by the type of context-sensitivity and the relevant contextual parameters

the standard account employs. However, there are good reasons to think of the relevant context-

sensitivity involved in the interpretation of conditional expressions—and consequently the way of

controlling for a contextually uniform interpretation of these expressions—in a way that’s different

from what the standard account suggests.

The basic idea is simple: conditionals, and modal expressions more generally, exhibit a similar

type of context-sensitivity as pronouns do (Stone, 1997, 1999; Bittner, 2001, 2014, 2011; Brasoveanu,

2010; Stojnić, 2016c,a). They require some salient possibility from the context that restricts their

domain of quantification. So, just as a uniform interpretation of pronouns requires that they be

interpreted relative to the same antecedent (provided from the non-linguistic context, or introduced

by the prior discourse), similarly, a uniform interpretation of conditionals (and other modal expres-

sions) requires a shared antecedent. Just as a failure to track how a pronoun is resolved can result

in equivocation, so too can a failure to track how modal and conditional expressions are resolved.

That modal expressions exhibit anaphoric behavior similar to that of pronouns has been ar-

gued for in the literature (Stone, 1997, 1999; Bittner, 2001, 2014, 2011; Brasoveanu, 2010; Stojnić,

2016c,a). If we understand modal expressions as quantifiers over possibilities, where the domain

of quantification is restricted by a contextually provided possibility (a restrictor), they can be

restricted by a prominent possibility either from a non-linguistic context, or from a prior discourse:

(5) (Looking at high-end stereo equipment): My neighbors would kill me. (Stone, 1997)

(6) A wolf might walk in. It would eat you. (Roberts, 1989)

The same goes for conditional: they, too, are interpreted against some prominent body of information—

they don’t just range over all (or even just all the closest) possible worlds. And here, too, the

relevant possibility can be provided by the non-linguistic context, or the prior discourse. In the

same situation in which (5) was uttered, one can utter (7):

(7) If I turned the volume up, my neighbors would kill me.

And similarly the relevant restricting possibility can be given by a prior discourse. Consider the

following example:8

8A similar example from Stojnić (2016c) illustrates the same point:

(i) If a wolf walks in, we will use the tranquilizer gun. If we manage to shoot it, we will be safe.
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(8) (The antidote is deadly, except when administered after a snake bite, in which case it is life

saving. Looking at John in front of a snake tank, I say:)

If a snake escapes, it will bite John. But, if he takes the antidote, he will live.

This in turn gives us another way of thinking of the requirement for a uniform interpretation of

these expressions: just as two (or more) pronouns need to have the same antecedent (either from

the prior discourse or from the non-linguistic context) in order to be interpreted uniformly, so too,

in the case of modals and conditionals, they have to be interpreted relative to the same restrictor

possibility.

To make this concrete, following Stojnić (2016c,a), we can represent the truth-conditional mean-

ing for a conditional that captures the anaphoric dependency on contextually specified restriction

as follows:9

Definition 3.1.

Cond(p, q, r):= {w | ∀w′ : wRw′, if w′ ∈ p & w′ ∈ q, then w′ ∈ r}

Where p, is the anaphorically retrieved restrictor—the proposition restricting the interpretation of

the conditional, q corresponds to the proposition expressed by the antecedent, and r to the one

expressed by the consequent, an utterance of a conditional expresses truth-conditions corresponding

to a set of worlds such that for each w in the set, all the worlds R-accessible from w, that are p

and q worlds, are r worlds as well. So, an utterance of a conditional is true in w if and only if all

the p and q worlds in the domain of quantification are r worlds as well. Crucially, the conditional

is always evaluated against some prominent body of information, that need not correspond to the

unrestricted set of epistemically live worlds discourse initially.

Similarly, we interpret modal expressions as restricted in a context by a prominent proposition.

So for instance, where ‘M(p, q)’ stands for the truth-condition expressed by an utterance of ‘might

φ’, q is the proposition expressed by the prejacent φ of the utterance of ‘might φ’, p the proposition

corresponding to an anaphorically retrieved restrictor, and ‘R’ denotes a contextually provided

accessibility relation, that determines a set of epistemically accessible worlds from a given world w,

we can define the truth-condition expressed by an utterance of ‘might φ’, ‘M(p, q)’, as follows:

Definition 3.2.

M(p, q) = {w | ∃w′ : wRw′ & w′ ∈ p & w′ ∈ q}

3.2 says that an utterance of ‘might φ’ is true at w relative to a context c if and only if there

are worlds R-accessible from w, in which both the anaphorically retrieved restrictor, p, and the

prejacent proposition, q, are true. (Mutatis mutandis, we can define the truth-conditions for other

9For the moment, we shall ignore the ordering source—the contextually supplied parameter that ranks worlds
relative to their proximity to the world of evaluation given some standard. We can easily factor this parameter back
in.
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modal expressions in the same way. So, for instance, we can treat ‘must’ as a universal dual of

‘might’. The important aspect, for our purposes is the contextually supplied restriction on the

domain of quantification.)

So, a uniform interpretation of a conditional across a discourse requires that it be restricted

by the same restrictor throughout, just as a uniform interpretation of a pronoun requires that it

receives the same interpretation throughout. To illustrate this idea consider the following example,

from Gibbard (1981):

(9) Sly Pete and Mr. Stone are playing poker on a Mississippi riverboat. It is now up to Pete

to call or fold. My henchman Zack sees Stone’s hand, which is quite good, and signals its

content to Pete. My henchman Jack sees both hands, and sees that Pete’s hand is rather

low, so that Stone’s is the winning hand. At this point, the room is cleared. A few minutes

later, Zack slips me a note which says (9-a), and Jack that which says (9-b):

a. If Pete called, he won.

b. If Pete called, he lost.

Notice that we can naturally understand the two conditionals as restricted by different bodies of

information here (the first one referencing the information available to Zack, and the second, that

available to Jack). So, the two conditionals are interpreted differently: the first expresses the content

that given Zack’s evidence, Pete won if he called, and the second that given Jack’s evidence, Pete

lost if he called.10 Notice that, had Jack instead reported that ‘If Pete called, he won’, intuitively

he would be saying something false: given his evidence, it is not the case that Pete won if he called.

So similarly, then, when we are interpreting (3) we need to control for the interpretation of the

relevant conditionals. If an argument requires a stable context and a uniform interpretation, we

need to ask what would a uniform interpretation amount to? Let us consider the example again:

(3) Opinion polls taken just before the 1980 election showed the Republican Ronald Reagan

decisively ahead of the Democrat Jimmy Carter, with the other Republican in the race,

John Anderson,a distant third. Those apprised of the poll results believed (3-a) and (3-b),

with good reason. Yet they did not have reason to believe (3-c).

a. If a Republican wins the election, then if it’s not Reagan who wins it will be Anderson.

b. A Republican will win the election.

c. If it’s not Reagan who wins, it will be Anderson.

10A similar point is argued for in Kratzer (1983); however, Kratzer takes the restriction to be restricting a covert
modal operator in the logical form of a conditional. I make no commitment to covert modal operators in the LF.
The difference between the present account and one that maintain that conditional antecedents obligatorily restrict
(overt or covert) modals in the consequent will become clear shortly. Note that, as demonstrated by (8), even if
the antecedent supplies a restriction, a further restriction from the context is needed. The same holds for (9-a) and
(9-b).
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Now, presumably the first conditional is interpreted relative to the body of information that com-

prises the information given in the scenario, describing the election situation, the polls, etc. But, it

also embeds a conditional, namely, “If it’s not Reagan, then it will be Anderson”. As conditionals

require to be restricted by some body of information, we then have to ask which restrictor restricts

this conditional. More importantly, whichever restriction is in play, it has to be the same one that

is in play in the interpretation of the conditional in the conclusion. If it weren’t, we would get the

same shift in meaning as we would were we to interpret (9-a) in the mouth of Jack in (9). Similarly,

notice that such a shift in interpretation in (3) is analogous to the change in interpretation between

we get between (10-a) and (10-c) in (10):

(10) a. If John is at home, he is reading a book.

b. John is at home.

c. (Pointing at Tim) He is reading a book.

While allowing the two occurrences of the pronoun to resolve differently clearly yields an argument

which is invalid, given that the interpretation of the pronoun isn’t uniform the pattern isn’t really a

counterexample to modus ponens. Indeed, one naturally concludes that in (10), precisely the kind

of illicit context-shift is taking place that was banned by the ban on context-shifting.

So, given that conditionals require a contextually supplied restrictor, then just as in the case of

(10), in order for (3) to exemplify an instance of modus ponens, the interpretation of the correspond-

ing conditionals has to be uniform. In other words where p is some prominent body of information,

the conditional ‘if it’s not Reagan, then it will be Anderson’, has to be interpreted as ‘if p and it

is not Regan, it will be Anderson’. Somewhat more precisely, where the truth condition for our

conditional is as in 3.1, p is some prominent contextually provided restrictor, q the proposition that

Reagan didn’t win, and r the one that Anderson won, the conditional in (3-c) and the one in the

consequent of (3-a) have to express the same proposition, namely:

(11) {w | ∀w′ : wRw′, if w′ ∈ p & w′ ∈ q, then w′ ∈ r}

Of course, there is a substantive question of which body of information p is. For instance, suppose

this body of information is one that includes the information that a Republican will be the winner;

in that case, both the first premise, and the conclusion will be true. Or suppose it was one that

is not opinionated on the winner’s party. In that case, both the first premise and the conclusion

would be false. In both cases we have an instance of modus ponens. In one, we transition from true

premises to a true conclusion; in the other, one of the premises is false, and so is the conclusion.

This is as it should be.

Of course, once we start interpreting the two conditionals non-uniformly, say, interpreting the

one in the consequent of (3-a) as restricted by a body of information in which it’s decided that
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a Republican will win, while the one in (3-c) as restricted by a body of information that is un-

opinionated in this regard, we get a case where the premises are true, and the conclusion is false.

But this is a case where there is a contextual shift between premises, one akin to the one in (10).

And of course, that is not a threat to modus ponens.11

However, this is not all there is to be said about this case. If we understand the requirement

for a uniform interpretation of context-sensitive items as a ban on context-shifting, then we seem

to face a problem in (3). Suppose the context fixes a particular body of information—a particular

prominent possibility—as the contextual parameter relevant for modals and conditional expressions.

But then, we would expect that not only the conditional in the consequent of (3-a), and the one

in the conclusion in (3-c), but also the embedding conditional in (3-a) be restricted by it. But this

now raises an important problem: (3) has no natural interpretation on which the three conditionals

receive a uniform interpretation! Specifically, while the embedding conditional in (3-a) naturally

is interpreted against a body of information unopinionated with regards to the winner’s party,

the embedded conditional has no such natural interpretation: it has no reading on which it simply

means that given all available information and regardless of the winner’s party affiliation the winner

will be Anderson if it isn’t Reagan.12

An account that simply requires that the context is held constant and the interpretation uni-

11Similar point about the uniformity of information is made in, e.g., Gillies (2010). However, Gillies takes this
kind of data to call for a revision of the classical notion of consequence, as well as a challenge to the standard
truth-conditional account of meaning. Gillies offers an alternative account of the interaction between context and
content, one quite different than the one I offer here. I shall return to the differences between the two accounts, and
argue that the account I favor is more adequate in § 6.

12Of course, many accounts build this dependence into the meaning of the conditional, either by positing that a
conditional antecedent restricts a (covert or overt) modal operator (see Kratzer (1983)), or that it shifts the relevant
body of information against which the conditional is interpreted (see Veltman (1985); Gillies (2010, 2004); Yalcin
(2007), inter alia). While the present account will predict such restriction in most cases, it doesn’t force it. This
seems as a welcome prediction, as sometimes, indeed, conditionals don’t seem to restrict modal operators in their
consequent:

(i) If Britney Spears drinks coke in public, then she ought to. (Zvolenszky, 2002).

Second, even if antecedents of conditionals obligatorily restricted the interpretation of modalized items in their
consequents, this does not deliver a solution general enough. For instance, it doesn’t predict the following (and see
Stojnić (2016c) for a more extensive discussion of this issue):

(ii)

a. Suppose the winner is a Republican.
b. Then if it’s not Reagan, it’s Anderson.
c. The winner will be a Republican.
d. So, if it is not Reagan, it’s Anderson.

Finally, even if conditionals obligatorily restricted the interpretation of the modalized expressions in the consequent,
that observation could be captured in a variety of different accounts, including the present one which posits an
anaphoric element in the interpretations of the conditionals. But, as I shall argue, the present account has advantages
in capturing and individuating inference patterns expressed by natural language discourses.
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form, doesn’t explain this phenomenon: indeed, an account that simply requires that all the relevant

context-sensitive expressions be resolved uniformly predicts precisely the reading that seems im-

possible to get. Is there a way of capturing the requirement of uniform interpretation of component

context-sensitive expressions in examples like (3), while at the same time doing justice to this ob-

servation? Indeed, I will suggest, there is. What we need is an account of how the context affects

the interpretation of context-sensitive items, in a way that allows us to control for the uniformity

that a particular inference pattern requires, while not simply requiring that all the relevant context-

sensitive components an argument contains be interpreted in a coordinated way. The insight builds

on Stojnić (2016c,a), who argues that the resolution of the contextual restriction on the interpre-

tation of modal and conditional expressions is determined by discourse internal mechanisms that

organize discourses into coherent units. I sketch the account presently.

4 Discourse Structure and the Structure of Argumentation

The insight behind the account developed in Stojnić (2016c,a) builds on the observation that dis-

courses are more than a sum total of their individual sentences taken in no particular order. An

example that nicely illustrates the point is the following one from Hobbs (1979):

(12) John took the train from Paris to Istanbul. He has family there.

(13) John took the train from Paris to Istanbul. He likes spinach.

(12) isn’t just a random set of sentences about John; the discourse conveys that John took a train

from Paris to Istanbul because he has family there. Understanding that there is an explanatory

connection between the two bits of discourse is part of understanding the overall contribution of

(12). But the requirement for a meaningful connection carries over to the oddly sounding (13). We

are left wondering how the preference for spinach explains the train trip to Istanbul. The failure to

establish a connection leads to a failure to understand the discourse.

Coherence theory proposes to capture this insight by positing an implicit organization to the

discourse, a network of coherence relations that signal how individual utterances are connected into

a coherent whole (Hobbs, 1979, 1990; Kehler, 2002; Asher and Lascarides, 2003). So, (12) harbors

a coherence relation of Explanation signaling that the second sentence explains the event described

by the first one; similarly, in (13) one expects that the second sentence stands in Explanation

relation to the first one. As the relation isn’t established—we are wondering how does the spinach

preference explain the train trip?—the discourse is infelicitous.13

13Note that, of course, with sufficient background information the discourse can be made felicitous: e.g., suppose
we learned that Istanbul is famous for its fine spinach. This is just as expected on the coherence theoretic account:
the point is precisely that, absent background information the relation cannot be confirmed. Note also that it’s
important that, out of the blue, we are trying to confirm the relation of Explanation, even though a number of
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What is of concern for our purposes is the observation that coherence structure of a discourse

affects the resolution of context-sensitive items, e.g., of demonstrative pronouns. This is illustrated

by the following example:

(14) Phil tickled Stanley. Liz poked him. (Smyth, 1994)

In (14) the resolution of the pronoun ‘him’ co-varies with the choice of the organizing rhetorical

relation. If the relation is that of Result, where the second sentence describes the result of the even-

tuality described by the first one, the pronoun is resolved to the subject of the previous clause ‘him’.

If it is organized by Parallel, comparing the two eventualities according to their (dis)similarities,

the pronoun is resolved to the antecedent introduced by the NP in the same grammatical position,

that is, Stanley.

The observation that discourse structure affects the resolution of demonstrative pronouns is well

supported by empirical research (Wolf, Gibson, and Desmet, 2004; Kehler et al., 2008). Stojnić,

Stone, and Lepore (2017) argue that these effects of coherence relations on pronoun resolution are

conventionalized: as a matter of their linguistic contribution, coherence relations make a particular

candidate referent prominent, and pronouns as a matter of their meaning select the most promi-

nent candidate referent which fits their associated character.14 Somewhat more precisely, Stojnić,

Stone, and Lepore (2017, 2013) propose to model this effect of discourse coherence as an effect on

context, conceived of as a conversational scoreboard, a la Lewis (1979), a running record of con-

textual parameters. The context keeps track of how parameters change with an evolving discourse.

It includes, among other parameters a ranking of candidate referents according to their relative

prominence—those higher in the ranking being more prominent than those lower.15 Given this

setup, coherence relations are modeled as associated with a grammatically specified update to this

ranking, making certain referents prominent, demoting others. Pronouns then as a matter of their

meaning select the highest ranked referent that satisfies their character: roughly, ‘he’ selects the

other relations would fit (12) well: e.g., it could be taken as a description of John’s odd, or old-fashioned tastes,
where the discourse would be organized by a resemblance relation Parallel (cf. Lepore and Stone (2015)). That
a particular relation is preferred out of the blue suggests that it is primed by discourse internal cues—e.g. by the
thematic structure of the verb in the first clause. (Cf. Stojnić, Stone, and Lepore (forthcoming); Lepore and Stone
(2015); Kehler (2002); Asher and Lascarides (2003). For a discussion of the typology of rhetorical relations see Kehler
(2002); Knott (1996); Asher and Lascarides (2003); Mann and Thompson (1988).)

14Specifically, Stojnić, Stone, and Lepore (2017) argue that affects of coherence relations on the resolution of
pronouns cross-cut pragmatic considerations and abductive reasoning strategies that aim to establish the overall
most plausible interpretation. Moreover they point out cross-linguistic variations in associations between coherence
relations and prominence marking, which suggest that these effects are manifestations of learned rules of a particular
language, rather than by-products of common-sense reasoning. In the interest of space, I do not rehearse these
arguments here.

15One can think of this context as a kind of an extension of the Kaplanean notion of context, taking into account
how it changes across a span of a discourse. Note that, officially, a Kaplanean context separates out the assignment
function from the context proper, but we can think of parameters of the Kaplanean context as elements of contextual
assignments. See Stojnić, Stone, and Lepore (2017).
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top-ranked element in the ranking that is a male.16

Importantly, discourse structure doesn’t merely affect the interpretation of a pronoun: it affects

the interpretation of context-sensitive expressions more broadly (Stojnić, 2016b), and in particular

the interpretation of modal expressions and conditionals (Stojnić, 2016c,b). As argued by Stojnić

(2016c,b), just as in the case of pronouns, in the case of modals and conditionals, discourse structure

dictates the prominence of possibilities that are candidate restrictors for the resolution of subsequent

modal anaphora. We see this already with simple cases of modal subordination, as the one in (6),

repeated here:

(6) A wolf might walk in. It would eat you. (Roberts, 1989)

The first sentence introduces a hypothetical possibility, and the second further elaborates on it. As

Stojnić (2016c,a) argues, Elaboration relation makes this possibility prominent, and consequently

the modal in the second sentence selects it as its restrictor. The same effect we observe in (15):

(15) If a wolf walks in, it would eat you.

The antecedent introduces a hypothetical scenario, and the consequent elaborates on it. The

Elaboration relation makes the possibility elaborated on prominent, and the modal ‘would’ in the

consequent selects it as a restrictor.

These effects of discourse structure on the interpretation of conditionals is general: the inter-

pretation of sequences of conditionals across a discourse crucially relies on the choice of a coherence

relation. For instance, compare the following:

(16) If the snake escapes, it will bite you. If you get the antidote, you will live.

(17) If the snake escapes, it will bite you. If the bear escapes, it will hunt you down.

In the first example, the second conditional further elaborates on the possibility introduced by

the first, in which the snake escapes the cage, and bites the addressee. In turn, its interpretation

is restricted by this possibility: in case the snake escapes and bites you, given that you get an

antidote, you will live. On the other hand, in (17), the two conditionals are organized around

Contrast relation, comparing the possibility in which a snake escapes with one in which the bear

escapes. In this case we have a different interpretation. Contrast requires that the two bits of

discourse provide contrasting information about some body of information—e.g., about the body of

information comprising what’s taken for granted for the purposes of the conversation—and in turn

this body of information is made prominent and is what restricts the interpretation of the second

16For a formal implementation of this idea see Stojnić, Stone, and Lepore (2017). It is worth noting that the
account allows us to capture not just referential, but also bound and discourse bound (e-type) readings of pronouns,
while assigning each demonstrative pronoun a uniform, unambiguous linguistic meaning and representation.
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conditional: so, we get an interpretation that given what we take for granted, if the bear escapes,

it will hunt the addressee down.17

As in the case of pronouns, Stojnić (2016c,a) argues that these effects are conventionally encoded

as a linguistic contribution of coherence relations. To illustrate, consider the following:

(18) If it is not raining and it might be raining, then I am uninformed about the current weather.

(Yalcin, 2007)

As Yalcin notes, strangely, (18) seems incoherent. This is strange on the standard accounts of the

meaning of ‘might’, as ‘it might be raining’ should just carry the information that the contextually

prominent body of information i is compatible with raining. Of course, for many values of i, then,

(18) should have a perfectly consistent, even true reading. Yet, it seems it does not. Stojnić

(2016a) argues that this is due to a conventional effect of discourse coherence on the interpretation

of the modal ‘might’. The first conjunct of the conjunction in the antecedent of (18) introduces a

hypothetical scenario in which it is not raining. The second conjunct elaborates on this scenario,

and much as in (6) or (15), Elaboration makes this scenario prominent. As a result, the modal

in the second conjunct is restricted by it. This results in an inconsistent interpretation: it is not

raining and it might be given that it is not. The important point to note is that, were the effect of

Elaboration a mere defeasible byproduct of pragmatic reasoning, one would expect that (18) should

have a perfectly consistent interpretation: indeed, such interpretation should not only be available

but preferred, as plausibility, charity, and relevance considerations would all favor it. That (18) has

no such interpretation suggest that the effect of Elaboration is a matter of a linguistic rule.18

Extending the picture of context already sketched, Stojnić (2016c,a) proposes to model these

effects on the interpretation of modal and conditional anaphora in the similar fashion as in the

case of pronouns. Just as the context, understood as a conversational scoreboard, included a rank-

ing of relative prominence of candidate referents for the resolution of pronouns, so now we add

to it a ranking of candidate possibilities that can serve as restrictors for the domain of quantifi-

cation of modal and conditional expressions. As in the case of pronouns, the ranking changes

with the evolving discourse, and is affected by linguistic mechanisms that introduce and promote

possibilities—antecedents of conditionals, modal expressions, coherence relations.

With the proposal just sketched in mind, we can now expand on our prior explanation of the

example in (3). (3-a)–(3-c), let us suppose, is uttered against some prominent body of epistemically

live worlds: presumably the one which contains the information about the election provided by

(3). Relative to this body of information the antecedent of the big, conditional premise, (3-a),

introduces a possibility in which a Republican is the winner. The consequent of this conditional

17For a detailed discussion, and further examples, see Stojnić (2016a,c).
18See Stojnić (2016a) for a detailed discussion of this point, as well as further arguments for treating the effects of

coherence as a matter of linguistic convention.
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further elaborates on this scenario. The Elaboration relation between the antecedent and the

conditional in the consequent makes the possibility elaborated on prominent, and this possibility

in turn serves as the restrictor for the conditional in the consequent. Relative to this possibility,

the one comprising epistemically live worlds in which a Republican is the winner, the antecedent

of the embedded conditional introduces a further new possibility, the one in which the winner is

not Reagan. The consequent of the embedded conditional further elaborates on this possibility,

and Elaboration relation makes this possibility—the one comprising epistemically live worlds in

which a Republican, but not Reagan wins—prominent. Finally, the consequent of the embedded

conditional provides further elaboration about this possibility: in it the winner is Anderson. Given

our truth condition in 3.1, (3-a) is true, then, just in case, all the epistemically live worlds in

which a Republican other than Reagan wins are the ones in which the winner is Anderson. The

second premise further elaborates on the information provided by the first one—on the body of

live possibilities in which the conditional proposition expressed by the first premise holds, requiring

further that throughout this possibility, a Republican is the winner. Finally, the conclusion is

related to the premises by relation of Conclusion. Conclusion promotes the body of information

incorporating the information expressed by the premises—in particular, this will be the body of

information comprising live epistemic scenarios in which the winer is a Republican. This body

of information in turn restricts the interpretation of the conditional in the conclusion: relative to

it, the antecedent introduces a hypothetical scenario, one in which Reagan loses. The consequent

further elaborates on this scenario, requiring that in it the winner is Anderson. The conditional in

the conclusion is then true just in case within all the epistemically live worlds, in which a Republican

wins, and in which Reagan loses, Anderson is the winner. Note that this is precisely the content

expressed by the consequent of the conditional premise, and precisely the content that MP-inference

commits us to.

Notice that the account doesn’t require a single context to be held fixed in interpreting (3).

On the contrary, it predicts that the context has to change as a result of linguistically induced

effects of its component expressions, and its underlying structure: the antecedents of corresponding

conditionals, and organizing coherence relations thread the change in prominence in a way that de-

termines the propositional content expressed (Stojnić, 2016c). But precisely in virtue of the change

in context the argument ends up expressing the underlying pattern corresponding to modus ponens

inference: in particular, it guarantees that the conditional in the consequent of the conditional

premise, and the one in the conclusion are interpreted relative to the same body of information,

and hence express the same content. Notice, also, that we can explain why (3) seems troubling in

the first place: considering (3-a)—(3-c) as individual sentences, rather than a single pointed piece

of discourse, we then have to first determine some body of information that restricts (3-c).19 The

19A similar point is made in Gillies (2004), who points out that one cannot simply evaluate (3-c) in isolation any
more than one can evaluate ‘He sat down’ without providing a context that fixes the meaning of ‘he’. However,
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intuition that we should reject (3-c) is precisely underwritten by interpreting it against a body of

information that is unopinionated with respect to the winner’s party affiliation. However, as soon

as we understand (3-c) as a conclusion drawn from the premises that precede it, we get a different

interpretation of the conditional, the one that fits the modus poenens pattern. This is clear once

we consider the impeccable (19) in contrast to odd sounding (20):

(19) A Republican will win, so if it’s not Reagan, it will be Anderson.

(20) A Republican will win, so if it’s not Reagan, it will be Carter.

Notice that this account also allows us to capture (4), repeated below:

(4) There was a murder at a mansion. One of the staff members is guilty.

a. If the butler is innocent, and the gardener is innocent, the cook is guilty.

b. If the butler is innocent, then if the gardener is innocent, the cook is guilty.

Since on our account conditionals are interpreted relative to some prominent body of information, we

will have to determine which bodies of information are relevant for the interpretation of conditionals

in (4-a) and (4-b). Plausibly, (4-a) is uttered against the body of information described in the

scenario, the one in which we know that one of the staff members is the culprit. The antecedent

of the conditional in (4-a) contains a conjunction. The first conjunct introduces a hypothetical

scenario in which the butler is innocent, and the second one further elaborates on it, requiring that

it also be a scenario in which the gardener didn’t do it, either. The consequent further elaborates

on this scenario, requiring that in it, the cook is the culprit. So (4-a) will be true just in case all

the epistemically accessible worlds in which a stuff member is guilty, and in which the butler and

the gardener are both innocent are ones in which the cook is guilty, i.e. just in case, given all we

know, and given that the butler and the gardener are innocent, the cook is the culprit.

Now, take (4-b). Relative to the same information described in the scenario, the antecedent

introduces a hypothetical scenario in which the butler is not the culprit. The conditional in the

consequent further elaborates on this scenario, and Elaboration relation makes this scenario promi-

nent. The conditional in the consequent, as a result, is restricted by it. Then, relative to this body

of information, the antecedent of the embedded conditional introduces a hypothetical scenario, one

in which the gardener is innocent. The consequent further elaborates on this scenario. The Elabo-

ration relation makes the scenario prominent, and the consequent requires that it be such that in

it, the cook is the culprit. Thus, (4-b) is true just in case all the epistemically accessible worlds

in which a stuff member is guilty, and in which the butler and the gardener are both innocent are

Gillies uses this to motivate an account that doesn’t ultimately treat conditionals as anaphoric expressions, nor as
expressing non-trivial propositional content. I will return to the comparison between such an account and the one
endorsed here in what follows.
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ones in which the cook is guilty, i.e. just in case, given all we know, and given that the butler

and the gardener are innocent, the cook is guilty. So we see that given our truth-conditions in 3.1

and given our account of context-sensitivity resolution, (4-a) and (4-b) express the same content.

However, notice also that, due to the contextual restriction on the interpretation of the conditional

in the consequent of (4-a), this embedded conditional simply expresses the same truth-condition as

(4-b): given all the epistemically live words in which neither the butler nor the gardener is guilty,

the cook is. Of course, if the resolution of the conditional in (4-b) weren’t restricted in this way—if

the embedded conditional could range over any body of information in the context, then of course,

then of course exportation would not be truth-preserving.20

Notice that requiring the conditionals in (4) to be uniformly interpreted—requiring, that is, that

(4-a), (4-b) and the conditional in the consequent of (4-b) all be interpreted relative to the same

body of information—would allow for counterexamples to exportation. It is only if we require the

specific type of contextual shift, on the present account induced by Elaboration relation, that we

can guarantee that (4-a) will entail (4-b). But since on our account Elaboration is associated with

a linguistically mandated effect on the interpretation of a subsequent expression, does that mean

that our semantics validates exportation after all? This raises a question of how to individuate

inference patterns in the presence of context-sensitivity.

5 The Structure of an Argument

If we merely required that all the relevant context-sensitive expressions receive uniform interpre-

tation throughout an argument, then why certain interpretations aren’t witnessed becomes myste-

rious. For instance, suppose we represent the uniform interpretation by co-indexing the relevant

contextually sensitive items. Then, we can’t really explain why we don’t witness the pattern we see

below:

(21)

a. Ifi a Republican wins, then ifi the winner is not Reagan, it’ll be Anderson.

b. A Republican will win.

20Suppose that the conditional in the consequent of (4-b) can just select our overall body of knowledge. Then
(4-a) could be true while (4-b) false. Suppose that (4-b) is true at a world w. Then all w′ accessible from w among
the worlds compatible with what we know, in which the butler and the gardener are innocent, have to be such that
in them the cook is guilty. But, it could still be false that all the worlds w′ accessible from w among the worlds
compatible with what we know, in which the butler is innocent, are worlds in which it is true that given all we know,
if the gardener is innocent the cook is guilty. After all, we might not know in w′ that the butler is innocent. This
isn’t surprising: we wouldn’t expect exportation to hold for a strict conditional.

It’s simple to see the formal point. Assume 3.1. Take a model with two worlds, w1, w2. Let E be some restrictor
body of information, and take some p, q, r such that p,E, q, r all hold in w1 and ¬p,E, q,¬r hold in w2. Suppose
that R is reflexive and that w1Rw2. Then, Cond(E, p ∧ q, r) holds at w1, but Cond(E, p, Cond(E, q, r)) doesn’t.
Namely, ∀w′, w1Rw′, if w′ ∈ E ∧ p ∧ q, then w′ ∈ r, but there is a w′, namely w1, such that w1Rw′ and w′ ∈ E ∧ p
and w′ /∈ {v|∀v′ s.t. vRv′, if v′ ∈ E ∧ q, then v′ ∈ r}.
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c. So, ifi it is not Reagan it will be Anderson.

And similarly, we cannot explain why it is that we do not see the pattern that we see below:

(22) a. Ifi the butler didn’t do it and the gardener didn’t do it, then it was the cook.

b. Ifi the butler didn’t do it, then ifi the gardener didn’t do it, it was the cook.

Now, we have seen that we can tell a systematic story of how the context changes in a way that

governs the interpretation of context-sensitive items which, in turn, allows us to capture the patterns

we witness. The story required that we take into account how the argument is structured into a

coherent piece of discourse, and not merely regard it as a set of premises and conclusions. But if the

structure matters, and if it governs the resolution of context-sensitivity by manipulating context,

then the question arises as to the validity of the above inference patterns. After all, our initial

notion of validity required a fixed context throughout the evaluation of an argument. If we want

to capture the idea that the context can shift as affected by linguistic components of an utterance,

then the question becomes what is it for an argument to be valid in such a shifty environment, and

how do we individuate the logical form of an argument in the presence of context-shiftiness.

Since the structure of an argument manipulates the context in a way that determines the truth-

conditional content of the component utterances, and does so as a matter of linguistic convention,

we ought to reflect this effect in the logical form of an argument. The insight of the account proposed

in Stojnić (2016c,a) and sketched above, is that the discourses don’t merely express content, but

also carry information about how to manipulate contextual parameters in a way that determines

the content expressed. Following Stojnić (2016c,a), we can capture this by representing utterances

as carrying two layers of content. On the one hand utterances express ordinary propositional

content as in 3.1; on the other, they are represented as relations between contexts, conceived as

our conversational scoreboards, capturing potential interpretive dependencies that an utterance

brings about for the interpretation of subsequent context-sensitive expressions. Abstracting from

the aspects of context that do not affect the interpretation of non-modal vocabulary, we think of

context as a ranking of possibilities according to their relative prominence.

Formally, following Stojnić (2016c), we model a context as a set of assignment functions, where

an assignment function is understood as a stack, specifying an ordered sequence of worlds.21 So, a

context is just a set of ordered sequences of worlds. We can think of it, intuitively as a ranking of

propositions—sets of worlds—according to relative prominence.

Every stack in a context G begins with the 0th position, as the top-ranked position on the stack.

Then, for each position n, the position n + 1 is one position lower in the ranking, representing

diminishing prominence. Let ‘Gi’ denote the set of worlds that collects the worlds at the ith

21Formally, a stack is an assignment function, mapping a finite convex subset of N to a set of worlds together with
an undefined value ⊥.
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position of every stack in G.22 Then, G0 is the top-ranked proposition in G, and for each n,

Gn+1 is a proposition one step lower in the ranking. This allows us to keep track of the relative

prominence of possibilities for modal anaphora.

We understand utterances, and the relations organizing them into a discourse, as carrying a

dynamic layer of meaning. We capture this by specifying a dynamic language that models explicitly

how the context evolves as the discourse unfolds, and then offering a translation of the relevant

fragment of English into this language.23 This will allow us to capture the dynamic aspect of

meaning. Let our dynamic language have atomic expressions (propositional constants (p, q, r), and

variables (wi for i ∈ N), conditions (propositional expressions comprising set of atoms closed under

∧ and ¬), and update expressions, which we will define and describe shortly. For a given context

G, let ‘wi’ be a variable that stores a world at the ith position of every stack in G. Then, relative

to G, ‘wi’ stores a set of worlds that comprises the worlds at the ith position of every stack in G.

This, in particular, will allow us to keep track of the propositions that have been introduced and

promoted (as well as demoted), during the course of a discourse.

Our basic building block is the simplest update, which interprets the atomic formulae in our

system, where we will interpret all the expressions that don’t contain propositional subparts as

atoms. The basic update just contributes the propositional content, but doesn’t automatically

interfere with the ranking. To capture this, we will reserve one designated position in the context,

denoted by ‘comp’, as a designated memory position, that stores the truth-condition of every clausal

expression during the course of semantic composition.24 The basic update then, just updates this

position: it relates the input context G to an output context H, (relative to a world of evaluation

w) just in case H differs from G in at most the value of ‘comp’, and the value of ‘comp’ is the

proposition that ‘p’ expresses in G and w. That is, where G is the input context, H the output

context, w the world of evaluation, and G ∼
n
H just in case G differs from H in (at most) the nth

position, we can define this update as follows:

Definition 5.1.

J〈comp := φ〉K(w,G,H) iff G ∼
comp

H & Hcomp = JφKG,w

Now we can use 5.1 to define more complex updates: the basic idea is that every non-atomic

formula will be interpreted as making a contribution to the ranking of possibilities, and in the end

storing the propositional content expressed by the overall utterance as a new value of ‘comp’. To

see this, let’s work through an update with a conditional.

Let ‘@E’ denote the top-ranked epistemically live possibility (the top-ranked possibility that

22Thus, Gi is the proposition stored at the ith position in G.
23See § A for an exposition of formal detailes.
24So, now, formally, a stack is just a function from a finite convex subset of N plus comp to a set of worlds together

with an undefined value, ⊥.
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is a subset of epistemically accessible worlds) in a given context.25 Then, a conditional utterance

will be translated as an update with the following effect. Where G is an input context, the update

first stores the proposition expressed by the antecedent (in G, relative to the world of evaluation

w), as the value of ‘comp’ and introduces the top-ranked epistemically live worlds in which the

antecedent holds as the top-ranked possibility (pushing all other possibilities one position down).

Relative to the thus obtained intermediate context (G′′), it stores the proposition expressed by the

consequent (in G′′, relative to w), as the value of ‘comp’ and introduces the top-ranked epistemically

live worlds in which the consequent holds, pushing all other possibilities one position down in the

ranking, resulting in the intermediate context (G′′′′). Lastly, the final output context (H) differs

from the intermediate context G′′′′ only insofar as it stores the propositional contribution of the

conditional as the value of ‘comp’: as per 3.1, it stores the proposition true at a world w just in

case all the epistemically accessible worlds from w in which the anaphorically retrieved restrictor

and the antecedent hold are such that the consequent holds in them as well.26 Thus, where K1 and

K2 represent updates associated with the antecedent and the consequent, respectively, we define

the update associated with the conditional as follows:

Definition 5.2.

Jif(@E,K1,K2)K(w,G,H) iff there is a G′, G′′, G′′′ and G′′′′ such that

JK1K(w,G,G′) & G′ ≈
0
G′′ & G′′0 = G′comp ∩ J@EKG,w & JK2K(w,G′′, G′′′) & G′′′ ≈

0
G′′′′ & G′′′′0 =

G′′′comp ∩ J@EKG
′′,w & G′′′′ ∼

comp
H & Hcomp = Cond(J@EKG,w, G′comp, G′′′comp)

Since our examples involve negation and conjunction, we also need to introduce an update

associated with negation and conjunction. ‘not φ’ is interpreted as carrying the following truth

condition: it is true (at a context and relative to a world w) just in case w is a non-φ world. The

update associated with an utterance of ‘not φ’ simply stores the complement of the truth-condition

expressed by ‘φ’ in the input context (relative to w), as the value of ‘comp’ of the output context.

We define this update as follows:

Definition 5.3.

Jnot(K)K(w,G,H) iff there is a G′ such that JKK(w,G,G′) & G′ ∼
comp

H & Hcomp = J¬compKG′,w,

where J¬compKG,w = Dω \ JcompKG,w, where Dω is a set of possible worlds provided by the model.

Conjunction, in turn, proceeds as follows: where G is an input context, the update first stores

the proposition expressed by the first conjunct (in G, relative to the world of evaluation w), as the

value of ‘comp’ and introduces the top-ranked epistemically live worlds in which the first conjunct

25Formally, we include in the basic vocabulary of our dynamic language unary predicates and a unary operator
‘@’. Where ‘E’ is a unary predicate and ‘@’ a unary operator, ‘@E’ is an atom. ‘@E’ is interpreted as taking a
property denoted by ‘E’ and delivering the top-ranked proposition satisfying it, denoted by ‘@E’.

26As before, I abstract away from the contribution of the ordering source.
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holds as the top-ranked possibility (pushing all other possibilities one position down). Relative to

thus obtained intermediate context (G′′), it stores the proposition expressed by the second conjunct

(in G′′, relative to w), as the value of ‘comp’ and introduces the top-ranked epistemically live worlds

in which the second conjunct holds pushing all other possibilities one position down in the ranking,

resulting in the intermediate context (G′′′′). Lastly, the final output context (H) differs from the

intermediate context G′′′′ only insofar as it stores the propositional contribution of the conjunction

as the value of ‘comp’: the proposition comprising the worlds in which both conjuncts hold. Thus,

where K1 and K2 represent updates associated with the first and the second conjunct, respectively,

we define the update associated with the conditional as follows:

Definition 5.4.

Jand(K1,K2)K(w,G,H) iff there is a G′, G′′, G′′′ and G′′′′ such that JK1K(w,G,G′) & G′ ≈
0
G′′

& G′′0 = G′comp ∩ J@EKG,w & JK2K(w,G′′, G′′′) & G′′′ ≈
0
G′′′′ & G′′′′0 = G′′′comp ∩ J@EKG

′′,w &

G′′′′ ∼
comp0

H & Hcomp = G′comp ∩G′′comp

Notice that our memory position, comp will always store the truth-conditional content expressed

by an utterance in the final output context. For instance, the output of an update with a conditional

will have the proposition expressed by the conditional as the value of this position. And similarly,

negation stores its propositional contribution as the value of ‘comp’ in the output context. Asserting

this content, in turn, requires that the proposition expressed holds at the world of evaluation. In

addition, it also makes the possibility associated with the asserted content prominent. We can

capture this by ensuring that an assertion promotes the set of top-ranked epistemically live worlds

in which the asserted content holds as a novel top-ranked possibility, and requires that the actual

world be within that set:

Definition 5.5.

JAssert(K)K(w,G,H) iff there is a G′ such that JKK(w,G,G′) & G′ ≈
0
H & H0 = G′comp∩J@EKG,w

& w ∈ H0.

Finally, we just need to add coherence. Elaboration has a two-fold contribution. First, it

promotes the possibility elaborated on (demoting others, as always) and then it requires that the

proposition expressed by the utterance that elaborates on it stands in Elaboration relation to it.27

Putting all this together, where φ is a possibility, and K an update representing the utterance

elaborating on φ, we can characterize the update associated with Elaboration as follows:

Definition 5.6.

27We can provisionally characterize Elaboration relation between propositions φ and ψ, Elab(φ, ψ), by requiring
that it holds just in case φ and ψ are centered around the same event or entity, i.e. just in case the event or scenario
described by ψ is a part of the event or scenario described by φ. (Cf. Hobbs (1979), Asher and Lascarides (2003).)
The only thing that matters is the way in which the relation affects prominence. Ditto for other coherence relations.
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JElab(φ,K)K(w,G,H) iff there are G′ and G′′ such that G ≈
0
G′ & G′0 = JφKG,w & JKK(w,G′, G′′)

& G′′ ≈
0
H & H0 = G′′comp & Elab(JφKG,w, H0).

Finally, we have to add Conclusion relation to this system, which passes down the body of

information incorporating the information expressed by the premises (and requires that the premises

and conclusion stand in Conclusion relation):28

Definition 5.8.

JConclusion(K1,K2)K(w,G,H) iff there is a G′ such that JK1K(w,G,G′) & JK1K(w,G′, H) &

Conclusion(G′0, H0).

With this in place, let us work thorough the example in (3). Where r stands for “a Republican

will win” and n for “Reagan will win”, and a for “Anderson will win”, the pattern will be associated

with the following logical form:

(23) Conclusion(

Assert(If(@E, 〈comp := r〉,Elab(w0, If(@E,Not(〈comp := n〉),Elab(w0, 〈comp := a〉)))));
Assert(Elab(w0, 〈comp := r〉)),
Assert(If(@E,Not(〈comp := n〉),Elab(w0, 〈comp := a〉)))

)

The following are the key steps in (23). By 5.2, the first conditional update introduces the

possibility corresponding to the set of top-ranked epistemically accessible worlds in the initial input

context, in which the proposition expressed by the antecedent holds, i.e. the set of epistemically live

worlds in which a Republican will win. The consequent provides an elaboration of this possibility;

as a result, this possibility is promoted to prominence (as per 5.6). Furthermore, it is required that

the possibility introduced by the consequent stands in the Elaboration relation to the possibility

introduced by the antecedent, which at this point is the possibility ranked at the position 0 (and,

so, denoted by the first occurrence of ‘w0’ in (23)). Since the consequent contains a conditional, by

5.2 again, the antecedent of this embedded conditional introduces a possibility in which the winner

is not Reagan relative to the current top-ranked possibility, the one promoted by Elaboration, i.e.,

relative to the possibility in which a Republican wins. The consequent of the embedded conditional

further elaborates on this possibility, requiring that it be one in which Anderson is the winner. By

5.2 again, the whole conditional premise expresses the proposition that for all that is known, if the

winner is a Republican and is not Reagan, the winer is Anderson. By 5.5, the assertion update

28Again, we don’t need to worry about the details of the specification of the relational aspect of the Conclusion
relation. Provisionally we can characterize it as follows:

Definition 5.7. Conclusion(φ, ψ) iff JφKw,G ⊆ JψKw,G for all G,w.
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requires that the conditional holds of the actual world and promotes the set of epistemically live

worlds in which it holds. The second premise elaborates on top-ranked possibility in the context

output by the conditional premise, that is, on the set of epistemically accessible worlds in which the

conditional premise holds. This possibility is made prominent, and is further required that in it,

the winner is a Republican. The assertion of the small premise requires that it holds of the actual

world, and promotes the set of epistemically live worlds in which it holds. The conclusion relates

to the premises by Conclusion relation, promoting the top-ranked possibility in which the premises

hold, i.e. the set of epistemically accessible worlds in which a Republican wins. The antecedent

of the conditional relative to this possibility introduces a possibility in which the winner is not

Reagan. The consequent further elaborates on this possibility, requiring that it be one in which

Anderson is the winner. By 5.2 again, the conclusion expresses the proposition that for all that is

known, if the winner is a Republican and is not Reagan, the winer is Anderson. This is exactly

what we expect.

We can also represent (4). As per our sketch in the previous section, where b stands for “the

butler is innocent”, g stand for “the gardener is innocent” and c for “the cook is guilty”, (4-a) and

(4-b) are represented, respectively, as (24) and (25):

(24) Assert(If(@E,And(〈comp := b〉,Elab(w0, 〈comp := g〉),Elab(w0, 〈comp := c〉))

(25) Assert(If(@E, 〈comp := b〉,Elab(w0, If(@E, 〈comp := g〉,Elab(w0, 〈comp := c〉)))

The key steps are as follows. In (24) the conditional introduces, relative to a top-ranked set of

epistemically live worlds in the initial context a possibility in which the butler is innocent. The

second conjunct in the antecedent further elaborates on this possibility, requiring that in it the

gardener is innocent, as well. The consequent further elaborates on this possibility, and requires

that it be one in which the cook is guilty. (24) is true just in case all the worlds within the set

of top-ranked epistemically accessible ones, in which the butler and the gardener are innocent, the

cook is guilty. The assertion update requires that this possibility holds in the actual world. (25),

similarly introduces a possibility in which the butler is innocent, relative to the set of top-ranked

epistemically accessible worlds in the input context. The consequent elaborates on this possibility.

The Elaboration makes it prominent, and the conditional in the consequent is restricted by it.

Relative to it, it introduces the possibility in which the gardener is innocent. The consequent of

the embedded conditional further elaborates on it, and requires that it be one in which the cook is

guilty. (25) is true just in case all the worlds within the set of top-ranked epistemically accessible

ones, in which the butler and the gardener are innocent, the cook is guilty. The assertion update

requires that this possibility holds in the actual world. It’s easy to see that relative to the same

input context (24) and (25) express the same propositional content.

What we have now is a way of representing a dynamic layer of content that encodes the effects of
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discourse structure on the interpretation of modals and conditionals. These meanings can be seen as

instructions to build propositional contents by manipulating parameters of the context. We also see

that given this account of meaning, we can explain why modus ponens is valid: the dynamic meaning

of the discourse—its logical form—determines propositional content of its component expressions

in such a way that whenever the premises are true, the conclusion is true, as well. In a similar

fashion, the dynamic meaning of (4-a) and (4-b) guarantee that the two discourses determine the

same propositional content relative to any input context.

Now, as the context changes throughout the interpretation of an argument, our key question

was, how to capture this kind of effect of a changing context while disallowing illicit shifts that

lead to equivocation. Given our dynamic system, we can now answer this question. While before

we said that the set of premises entails the conclusion just in case whenever the premises are true

in a context, the conclusion is true in that context, we now say that the set of premises entails

the conclusion just in case for any input context G, if updating with the premises leads to a non-

empty output context, then updating that output context with the conclusion leads to a non-empty

context. In other words, whenever the premises describe a possible update to a non empty context,

updating that context with the conclusion leads to a non-empty context.

The two notions of validity correspond to each other: whenever the propositions expressed by

the premises entail the one expressed by the conclusion, the argument will be translated by a valid

formula in our dynamic language.29

6 The Argument Structure and Form

We have seen a systematic way of capturing the evolution of a context in a way that allows for

a well-behaved account of argument validity. Unlike the traditional account, this account doesn’t

require a uniform antecedently fixed context that is held constant throughout the interpretation of

an argument. This is a welcome result, because the account explains why we rule out the logical

forms we have seen in (21) or (22). The account rather specifies a logical form of an argument that

makes contextual dependences explicit, and consequently, predicts a certain underlying proposi-

tional pattern. It is in virtue of the form (23) has that it will be guaranteed to fit the propositional

pattern p→ q, p |= q. That is, it is in virtue of the structure the argument in (23) has that it will

express a propositional pattern that fits the logical form of modus ponens.

And the same point applies to (4): it is in virtue of the structure that renders the dynamic effects

manifest that (4-a) and (4-b) express the same propositional content. And making this structure

explicit explains why (4) cannot be associated with the—invalid—(22) pattern. It is, again, in

29The correspondence theorem is proven in Stojnić (2016c). In particular, Stojnić (2016c) proves that for a
translation of a fragment of English into our dynamic system, for every way of constructing a dynamic formula there
is a corresponding classical translation. The dynamic language preserves classical modal logic.
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virtue of the structure the argument in (4) has that it will express a propositional pattern of the

form (p ∧ q) → r |= p → ((p ∧ q) → r). Note that, while the pattern is valid, it is not the more

general exportation pattern, namely (p ∧ q)→ r |= p→ (q → r).

So, on the resulting picture, arguments are individuated and get their meanings in part through

their structure; these structures can be seen as recipes for building propositions, by manipulating

context. Notice that the effect of the structure is indispensable. If we have considered (3) as a

sum-total of sentences in no particular order, there is no guarantee that (3-a)–(3-c) would express

a valid logical form. It is only when considered as a pointed piece of argument, with its component

sentences related in a particular way, that we can guarantee that the argument in (3) is indeed

a modus ponens argument. This means that individuation of arguments requires individuation

of structure over and above the superficial pattern exhibited by the collection of sentences that

comprise them.

And similarly for (4): it is only taking the specific underlying structure of (4-a) and (4-b) that

the two will be equivalent. This is the sense in which our system doesn’t validate the unrestricted

pattern of exportation: due to the way the argument is structured, it corresponds to the logical

form of (p ∧ q)→ r |= p→ ((p ∧ q)→ r), not (p ∧ q)→ r |= p→ (q → r).

Now, one might complain at this point that we have taken the idea of context change too

far. There are well known notions of informational consequence in the literature that propose to

account for the data in a way that captures aspects of context-change, without relying on the notion

of structure of the argument we have appealed to. So, one type of reaction to (3) and (4) is that

one ought to take into account not only whether the propositions expressed by the premises are

true at the world of utterance, but also whether the premises have been accepted in the context of

utterance, where the context is understood as a body of information, determined by Stalnakerian

common ground. Once the premises are accepted the context supports the conclusion as well. In

assessing the conclusion, one is not allowed to suddenly disregard the premises that have already

been accepted. Then we might understand the validity as requiring that the context is fixed in this

further sense: we can’t disregard the information that has, up to this point, been accepted in the

context.30

This idea of validity, which tracks not the truth preservation in context, but rather the dynamic

flow of information across an evolving context, has been developed in a framework of dynamic update

semantics (Veltman, 1985, 1996; von Fintel, 2001; Gillies, 2010,?; Yalcin, 2007, 2012). The idea can

be made precise as follows. Instead of understanding the meaning of a sentence as expressing a

proposition relative to a context, and define validity as truth-preservation relative to a fixed context,

we instead understand meaning as a context-change potential, a function that takes a context and

delivers a context, incorporating the change the assertion of an utterance brings about to the

30Unless we signal in a special way that some information has been suspended, e.g., by exploiting counterfactual
morphology.
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context. To illustrate, suppose we start with a context, comprising a set of worlds, and assert ‘John

is happy’ against that context. The result of the assertion will be to eliminate all the worlds in

which John is not happy from that context. We can then think of the meaning of the utterance as

an update function that takes the context, and delivers an output context as modified by the update

associated with the utterance. Assuming a simple propositional language closed under conjunction

and negation, we recursively define truth-conditions as follows:

Definition 6.1 (Basic Update Semantics).

• cJpK = {w | w ∈ c ∩ p}31

• cJ¬pK = c \ cJpK

• cJp ∧ qK = cJpKJqK

Along with this definition of meaning goes a definition of truth: a sentence is true (accepted)

in a context, just in case updating with that sentence does not change the context; intuitively, the

context already supports the information expressed by the sentence. We say that φ entails ψ just

in case updating with φ leads us to a context in which ψ holds. That is, a set of premises entails

the conclusion just in case updating with the premises sequentially lands us in a context in which

the conclusion is accepted.32 A bit more formally:

Definition 6.2. Truth.

φ is true (supported) in c, c |= φ, just in case cJφK = c.

Then, we define entailment as follows:

Definition 6.3. Entailment.

φ1, ..., φn |= ψ, just in case, for any c, cJφ1K...JφnK |= JψK.

Intuitively, an argument is valid just in case any context that accepts the information encoded

in the premises, also accepts that of the conclusion.

Notice that even given the standard semantics for conditionals in § 2, this captures the expla-

nation that is underlying (3): a context that contains only the worlds in which a Republican wins,

and ones in which (3-a) is also accepted will all be ones in which (3-c) will be accepted as well.

However, this doesn’t yet predict why (4) is seamless. Given the standard semantics, a context

that accepts (4-a) need not at the same time accept (4-b). To this end, the proposed account is

31I adopt the standard notation and write ‘cJpK’ where c is the context which is the argument of the update function
JpK. So, cJpK = {w | w ∈ c ∩ p}.

32A family of related dynamic notions of entailment is available. We focus on update-to-test entailment (instead
of, e.g., test-to-test entailment, as we are interested in both the agglomeration and preservation of information in a
context.
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coupled with a specific understanding of the meaning of a conditional. To see what is at stake, ask

what is the effect of an update with an indicative conditional. The answer proposed is that a con-

ditional doesn’t add some proposition to the common ground. Rather, intuitively, it tests whether

the consequent holds in a context in which the antecedent has been hypothetically entertained.

So, we interpret a conditional as an update that functions as a kind of a test on contexts: it first

hypothetically updates the context with the antecedent, and then checks whether the consequent

holds throughout such a hypothetically updated contexts. If it does, the update returns the original

contexts; otherwise, the test fails, and we get an absurd state as an output. So formally, we add

the following update to the basic update system in 6.1:

Definition 6.4. Codnitional Update.

cJif(p)(q)K = {w ∈ c : (cJpK)JqK = cJpK}

A similar test-like interpretation is assigned to modal expressions as well. A modal utterance

tests the context for whether it bares a particular relation to the prejacent specified by the force

of the modal. For instance, an utterance of ‘might p’ tests the context to check whether it is

compatible with p. If it does, the update returns the original contexts; otherwise, the test fails, and

we get an absurd state as an output.

Given the above definitions, we can easily see that the 6.1 system, together with 6.4 will val-

idate mouds ponens. In particular, in (3), whenever a body of information accepts the premises,

it will accept the conclusion as well. The sense of infelicity in (3) is explained as above: the con-

clusion seems unsupported only if we subsequently revise our acceptance of the second premise.

The proposed account validates import-export pattern as well, and in particular, it validates the

problematic exportation direction: any context that accepts the conditional in (4-a) will also accept

the one in (4-b).33

33See Gillies (2004). Suppose otherwise, that is, that for some context c the context accepts (4-a), but not (4-b).
Then it follows that all the worlds in c in which neither the butler nor the gardener is the culprit, the cook is. Suppose
there is at least some such world in c. Now, (4-b) first hypothetically adds the information that the butler is not the
culprit to c, and then requires that the consequent—if the gardener didn’t do it, the cook did—holds throughout the
so updated c. Since we assumed that (4-b) is false, there has to be at least one world in thus hypothetically updated
c, in which the consequent conditional is false. This means that once we further hypothetically update c with the
information that the gardener is not the culprit, within thus narrowed down c there is at least one world in which
the the cook is not the culprit. But, since (4-a) is true, all the worlds in thus narrowed down c—which are all the
worlds in the original c in which the butler and the gardener are not culprits—are worlds in which the cook is the
culprit. Thus, we get a contradiction.

On the other hand, suppose that there is no world in c in which neither the butler nor the gardener are the culprits.
Then (4-a) is trivially true. But, then suppose that (4-b) is false. Then, updating the context c hypothetically with
the information that the butler is not the culprit has to lead us to a non-empty context (as otherwise the conditional
would be trivially true). This leaves us with the hypothetically narrowed down c in which the butler is not the
culprit. Updating this context further with the information that the gardener is not the culprit also has to lead to a
non-empty context, as otherwise the consequent would trivially hold, and the whole conditional would be true. But,
this means that there has to be some worlds in w in which neither the butler nor the gardener are the culprits. This
again leads to a contradiction. Hence, for all contexts, whenever the contexts accepts (4-a) it also accepts (4-b); the
pattern is validated.
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So, the dynamic account of logical consequence just sketched fares fairly well with respect to the

data we observe. It does so by design: the notion of consequence is designed to preserve information

agglomeration, or epistemic commitment. The premises entail the conclusion just in case for any

body of information, if it is committed to the premises, it is committed to the conclusion as well.

Notice, however, that since this account doesn’t attribute specific (nontrivial) propositional

content to a conditional or a modal utterance, it doesn’t adequately capture when an argument is

employing an ‘illicit’ context shift of the sort that we see in (2), resulting in equivocation. This

means that it might not allow us to individuate the logical forms of arguments finely enough to

separate instances of equivocation from valid patterns. To see what is at stake, consider the following

argument (Yalcin, 2007):

(26) There is an urn with a 100 marbles. 50 are small and blue, 30 are big and red, 10 are small

and blue, and 10 are small and red.

a. If the marble is big, it is likely red.

b. It is not likely red.

c. So, the marble is not big.

This argument is problematic: clearly the conclusion doesn’t follow. This is, of course, surprising

on the standard account of conditionals. The standard account of conditionals validates modus

tollens, so one cannot explain why is it that (26) is a bad argument, even if we commit to holding

the context fixed: if all the closest worlds in which the marble is big are such that, relative to them,

the marble is likely red, then, if the marble is not likely red (relative to the actual world), then the

marble is big (relative to the actual world). But, this predicts that (26-a)—(26-c) should be a good

inference. Yet, clearly it is not.34

However, if we endorse a dynamic account of a conditional and consequence in 6.4, then the

view predicts that the argument is indeed invalid: if the subset of the context within which the

marble is big, supports the update with the consequent (so that, given that subset, the marble is

likely red), and the context as a whole supports the update with the claim that the marble is likely

red, it doesn’t follow that the context as a whole accepts that the marble is big. Now, since the

inference pattern is bad, this might be considered a good result. However, as argued by Stojnić

(2016c), if we understand the interpretation of modals and conditionals as sensitive to discourse

34Note that the probability modal ‘likely’ isn’t crucial for the example:

(i) Whenever John is in France, he only ever visits Paris. But he rarely goes to France, and is almost always in
Italy instead. We know he’s in Europe now.

a. If John is in France he must be in Paris.
b. But it’s not the case that he must be in Paris. (But, he might not be in Paris.)
c. So, it’s not the case that he is in France.
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structure, it becomes clear that the above inference doesn’t exhibit the pattern of modus tollens to

begin with.35

This is easy to see given our account above. The conditional premise introduces a hypothetical

scenario, one in which the marble is big, against the prominent body of information—the epistemi-

cally live scenario including the background information in (26). The consequent of the conditional

further elaborates on this possibility introduced by the antecedent, and Elaboration relation pro-

motes the possibility elaborated on. The modal in the consequent is thus restricted by it, and hence

receives a restricted reading: the marble is likely red given the epistemically live possibility in which

it is big. The second premise stands in Contrast relation to the first one. Contrast requires that

(26-a) and (26-b) provide contrasting bits of information about some body of information regard-

ing the likelihood of the redness of the marble, given some or no assumption about its size. The

body of information that the contrast is about is just the one relative to which the first conditional

is interpreted, the one comprising epistemically live worlds in which the background information

about the color and size distribution of the marbles holds. Contrast makes this body of information

prominent, and the second sentence thus has to provide a contrasting bit of information about it

regarding the likelihood of the marble being red. As a result, the modal in the small premise selects

this body of information as its restrictor, and is thus interpreted as expressing the proposition that

the marble is not likely red given this overall body of knowledge (given no particular assumption

about its size).

This explanation predicts that, as a result of the import of discourse structure, the propositional

content expressed by (26) doesn’t fit the form of modus tollens: the small premise doesn’t express a

proposition negating the one expressed by the consequent of the big premise. The form expressed is

p→ q,¬r |= ¬p, a clearly invalid one. So, once we take into account the structure of the argument

it is easy to see that in our system it will be invalidated. That however, doesn’t threaten validity

of modus tollens, as (26) is not an instance of modus tollens to begin with. An inference pattern

that expresses the relevant propositional pattern, in turn, will be associated with a valid form.

While 6.1 treats modal and conditional sentences as sensitive to a background body of informa-

tion they are interpreted against, it does not really treat them as context-sensitive in an important

sense: while the truth of an update with a sentence varies depending on the input context, the

account does not generally predict that the information carried by a sentence is affected by the po-

tential interpretive dependences encoded in the input context (so, for instance, we do not capture

the sense in which the change in context brought about by the antecedent changes the proposition

expressed by the consequent). Yet this information is crucial for individuating the logical form of

an argument: just as it is crucial for determining the information expressed by (2) that the premise

and the conclusion in (2) do not express the same content due to the change in context that im-

35For the similar reason, the account in 6.1 doesn’t distinguish the restricted pattern of exportation that (4)
exhibits, from the unrestricted pattern, namely, (p ∧ q)→ r |= p→ (q → r).
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pacts the interpretation of the pronoun ‘he’, so too, it is crucial to keep track of the difference in

interpretation that affects the information expressed by the component expressions in (26), (3) and

(4). And this in turn is crucial for the individuation of an argument: for exactly the same reason we

say that (2) isn’t a counterexample to the corresponding classical inference pattern, we shouldn’t

interpret (26) as an instance of modus tollens, or (4) as an instance of exportation.36

7 Conclusion

The traditional account of validity in a natural language requires that an argument is evaluated

against a stable context which guarantees a non-equivocal interpretation of component utterances.

This measure was supposed to prevent illicit context-shifting that can give rise to equivocation.

This kind of ban on context-shifting was employed to explain why, e.g., (2) doesn’t threaten the

validity of the p |= p inference.

But this universal ban on context-shifting is inadequate if the aim is to capture actual validity

patterns in a natural language like English. We have seen that, often, it is precisely the change in

context that underwrites a particular argument pattern: for instance, it is the change in context

brought about by the small premise in (3) that is crucial for understanding (3) as a valid inference

pattern.

Individuating argument forms not just as a set of premises and conclusion, but rather as partly

individuated by their structure allowed for an account of validity that doesn’t require a fixed context

and uniform interpretation across an argument, yet allows us to distinguish shifts in contexts that

the standard account would treat as ‘illicit’, underwriting the shifts in interpretation that undermine

validity, as would a change in context in (2). The way we did this is by isolating a layer of meaning

that governs the changes in context that affect interpretation. Utterances are interpreted as updates

to the context, which update and potentially change interpretive dependences that transpire across

the subsequent discourse.

While the examples we focused on involved modal language, the point generalizes to other cases

as well. For instance, consider the following:

(27) John came in. He sat down. So, John came in and sat down.

Prima facie, (27) seems pretty good. But of course, it’s not the case that for any model and any

context in which the premises are true, the conclusion is, as well: just take a context in which

36Another way of looking at this is as follows: on my account, instead of thinking of updates as manipulating
information, we are thinking of them as manipulating contextual parameters. In this way, they are building the
contents expressed. And how they do so is sensitive not just to the contribution of individual utterances, but how
they are structured into an argument. Thus, the argument structure in turn dictates whether given any input context,
if the premises express a true proposition, the conclusion will, as well. As discussed above, whenever an argument
expresses a sequence of updates that satisfies this requirement, it will be dynamically valid in our sense a well.
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‘he’ is uttered while pointing at someone other than John, say Bill, and while Bill sat down, John

remained standing.37

One way to handle this is to maintain that ‘he’ has a variable like behavior. So, in (27), it can be

interpreted as co-indexed with the antecedent, ‘John’, thus receiving the dependent interpretation,

picking out ‘John’. But part of the problem is that a choice of the appropriate indices is standardly

treated as underspecified by discourses like (27): it is precisely the context that is to tell us which

index a pronoun is carrying.38 So, the context then first has to do the work of fixing the underlying

form of the argument. One could think of this role of context as that of disambiguation, where one

form is selected out of the alternative possible ones determined by grammar. However, the pronoun

itself doesn’t seem to be ambiguous (after all, there is only one word ‘he’), and it is unusual to treat

examples like (27) as examples of structural ambiguity. So typically, it is assumed that grammar

under-determines the form of utterances containing demonstrative expressions, and the context

does the work of fixing the interpretation. On this account, the context isn’t merely selecting one

form among various complete ones, but rather plays a role in fixing a specific form to begin with.

Only once the interpretation is fixed, the sequence can be evaluated for truth or validity.

But the account developed here allows us to maintain that the form of the argument in (27)

depends on its underlying structure. If the second sentence follows the narrative about John,

(27) will be associated with one form, the one which requires that the pronoun co-varies with

‘John’. If, on the other hand, the second sentence is uttered in tandem with a pointing gesture, or

perhaps contrastive stress, the form of the argument will be a different, invalid one.39 The account

thus provides us with resources to capture the effects of the changes in context that component

expressions bring about, while at the same time allowing us to individuate argument forms finely

enough that differences in the information expressed will transpire as differences in form.

37A similar point is illustrated by the following example:

(i) A man came in. He sat down. So, some man came in and sat down.

On a natural interpretation, the pronoun receives a ‘discourse bound’ reading, co-varying with the antecedent ‘a
man’. But if it is uttered with a pointing gesture towards a dog, Fido, it receives a deictic, referential interpretation.

38Note that things aren’t as simple as differentiating between a bound and deictic use of a pronoun, and then
maintaining that discourses like (27) are ambiguous between two different logical forms corresponding to two different
assignment of indices to pronouns. For, ‘he’ can fail to be co-indexed with ‘John’ even when it’s discourse bound by
a different antecedent:

(i) Fido started pacing around 3pm. Suddenly, he ran to the door. John came in. He jumped at him.

Or similarly, consider the following:

(ii) A man met John. He greeted him. So, some man greeted John.

39This point is made formally precise in Stojnić, Stone, and Lepore (2017).
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A Appendix: Formal definitions40

In this appendix, I provide a dynamic language that formalizes my approach to modality with

anaphora, and provide a translation from a fragment of English into this language.

A.1 Syntax:

In this section I specify the expressions of the language. We first start by listing the basic vocabulary:

• Propositional expressions: the elements of the set C of constants (p, q, r...), and the elements

of the set V of variables (comp and wn for n ∈ N).

• Unary predicates: P , Q, R

• Unary operator: @

• Update expressions: K,H

• Connectives: ∧,¬

• Identity: =

The following are atomic formulae (atoms) in our language:

40The dynamic language provided here is a slight extension of the on developed in Stojnić (2016c), expanded to
capture relation of Conclusion.
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• Propositional expressions are atoms.

• @P is an atom, where P is an unary predicate.

• Nothing else is an atom in our language.

These are the conditions in our language:

• All atoms are conditions.

• φ = ψ is a condition, where φ, ψ are conditions. (Stands for identity.)

• ¬φ, where φ is a condition. (Stands for negation.)

• φ ∧ ψ is a condition where φ, ψ are conditions. (Stands for conjunction.)

These are the update expressions:

• 〈comp := φ〉 is an update expression, where φ is an atom.

• If φ is a condition, then [φ] is an update expression.

• K;K ′ is an update expression, if K is an update expression and K ′ is an update expression.

• might(φ,K) is an update expression, if φ is a condition and K an update expression.

• must(φ,K) is an update expression, if φ is a condition and K an update expression.

• likely(φ,K) is an update expression, if φ is a condition and K an update expression.

• if(φ,K1,K2) is an update expression, if φ is a condition and K1 and K2 are update expres-

sions.

• and(K1,K2) is an update expression, if K1 and K2 are update expressions.

• not(K) is an update expression, if K an update expression.

• Assert(K) is an update expression, if K is an update expression.

• Elab(φ,K) is an update expression, if φ is a condition and K an update expression.

• Conclusion(K1,K2) is an update expression, if K1 and K2 are update expressions.

• Contrast(K1,K2) is an update expression, if K1 and K2 are update expressions.
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A.2 Models:

I define frames and models in the usual way:

• A Frame is a tuple F = 〈Dw, Dt = {0, 1}, R,P〉 such that Dt is a domain of truth values

(Dt = {0, 1}), Dw is a finite domain of possible worlds, Dt ∩ Dw = ∅, with R, a (transitive

and reflexive) accessibility relation defined over Dw, and P, a probability measure over Dw,

that maps each subset of Dw to [0, 1], satisfying the following constraints:

i P(Dw) = 1

ii P(p ∪ q) = P(p) + P(q), when p and q are disjoint subsets of Dw.

iii P is a regular probability measure: if p 6= ∅ then P(p) > 0.

• A Model is a pair M = 〈F , I〉, where F is a frame and I an interpretation function, which

assigns to each propositional constant p a subset of Dw and each predicate constant P a set

of subsets of Dw.

A.2.1 Truth-conditional contributions of modals and conditionals:

Let us define some meta-language abbreviations that will help us state the truth-conditions asso-

ciated with updates associated with modals and conditionals. These correspond to propositions

expressed by modals and conditionals.

• Where R is the accessibility relation, and P the probability measure over sets of possible

worlds provided by the model:

Definition A.1. (Definition 3.1 in the text)

Cond(p, q, r) := M(p & q, r) = {w | ∀w′ : wRw′, if w′ ∈ p & w′ ∈ q, then w′ ∈ r}—if q, r, relative

to p.

Definition A.2. (Definition 3.2 in the text)

M(p, q) := {w | ∃w′ : wRw′ &w′ ∈ p & w′ ∈ q}—might q, relative to some possibility, p.

Definition A.3.

N(p, q) := {w | ∀w′ : wRw′, if w′ ∈ p then w′ ∈ q}—must q, relative to some possibility p.

Definition A.4.

P (p, q) := {w | P({w′ | wRw′ & w′ ∈ p & w′ ∈ q}) / P({w′ | wRw′ & w′ ∈ p}) > .5}—probably q,

given p.
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A.3 Describing operations on stacks (sequences of worlds) and sets of

stacks.

Here I define operations on stacks and sets of stacks, which I will use to define the semantics for

our language later on. Formally, a stack is just a function from a finite convex subset of N plus

comp to a set of worlds plus ⊥, where ‘⊥’ denotes an undefined value.41 (I’ll assume that ‘comp’

is a designated position on the stack. Where the stack is intended to model prominence ranking,

‘comp’ is not affecting the prominence ranking.)

• Where m ∈ N, and i is a stack, im is the mth member of the stack if m is within the domain of

i, and im = ⊥ otherwise. (icomp is the member of the stack stored at the designated position

comp.)— Selecting a member of the stack.

– Where G is a set of stacks (i.e. a ‘context’), g a stack, and u a world, Gm =
⋃
g∈G{u|gm 6=

⊥ & gm = u}, for m ∈ N or m = comp.—Getting the mth element in the set of stacks

G.

• For m, n ∈ N, and a stack i, im,n is a stack j defined on the set {0, ..., n−m} ∪ {comp} such

that for k ∈ N, jk = i(m+k) if j is defined on k, and jcomp = icomp.

– Where G is a context, and g and j are stacks, Gm,n =
⋃
g∈G{j|j = gm,n} and for

H = Gm,n, Hcomp = Gcomp.

• For m ∈ N, and a stack i, im... is the stack j defined on the set {k ∈ N | i is defined

at(m+ k)} ∪ {comp} such that, for k ∈ N, jk = i(m+k) and jcomp = icomp.

– Where G is a context, and g, j are stacks, Gm... =
⋃
g∈G{j|j = gm...} and for H =

Gm..., Hcomp = Gcomp.

• If i is a stack with a finite domain with maximal element k − 1 then for a stack j, i + j is

a stack h where, for x ∈ N, hx = ix if i is defined at x, and hx = j(x−k) otherwise (and

hcomp = icomp).

• Where u is a world and i is a stack, u, i is a stack j, such that j0 = u, and for all n ∈ N,

such that n > 0, jn = i(n−1) if i is defined on n, and jn = ⊥ otherwise and jcomp = icomp.—

Appending to a stack.

– Where G is a context, u is a world, and g, j are stacks, Gu... =
⋃
g∈G{j|j = u, g} and for

H = Gu..., Hcomp = Gcomp.

• g[n]g′ iff gm = g′m for m 6= n (where m,n ∈ N ∪{comp}).
41A set of numbers S is convex just in case if x ∈ S, y ∈ S and x < m < y then m is in S.
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• G ∼
n
G′ iff {g′|g[n]g′, g ∈ G} = {g′|g[n]g′, g ∈ G′} (where n ∈ N ∪{comp}).

• G ≈
n
G′ iff {g

0,n + gn+1...|g ∈ G′} = G and Gcomp = G′comp.

A.4 Semantics:

The Interpretation of Atoms: The interpretation of an expression e, relative to the interpreta-

tion function I a context G, and a world w:

• JpKG,w = I(p), if p ∈ C.

– Constants.

• JwmKG,w = Gm, if wm ∈ V and m ∈ N

– Variables.

• JcompKG,w = Gcomp

– A designated position on the stack.

• J@P KG,w = ∅ if G0 = ⊥, J@P KG,w = G0, if G0 ∈ I(P ), and J@P KG,w = J@P KG1...,w otherwise.

– Find the top ranked entity in G, satisfying P .

The Interpretation of Conditions:

• Jφ = ψKG,w = Dω, if JφKG,w = JψKG,w; Jφ = ψKG,w = ∅, otherwise.

– Identity.

• J¬φKG,w = Dω \ JφKG,w.

– Negation.

• Jφ ∧ ψKG,w = JφKG,w ∩ JψKG,w.

– Conjunction.

The Interpretation of Update Expressions

• J〈comp := p〉K(w,G,H) iff G ∼
comp

H & Hcomp = JpKG,w

• J[φ]K(w,G,H) if and only if H = G and w ∈ JφKG,w

• JK;K ′K(w,G,H) iff ∃G′ : JKK(w,G,G′) and JK ′K(w,G′, H)
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• The following are updates that describe how propositional content (A.2.1) in context is de-

termined. Where p is a proposition (an anaphorically retrieved restrictor) and ‘@E’ denotes

the top-ranked proposition that is the subset of the epistemically accessible worlds:42

• Jmight(φ,K)K(w,G,H) iff there is a G′ and G′′ such that JKK(w,G,G′) & G′ ≈
0
G′′ &

G′′0 = G′comp ∩ J@EKG,w & G′′ ∼
comp

H & Hcomp = M(JφKG,w, G′comp)

• Jmust(φ,K)K(w,G,H) iff there is a G′ and G′′ such that JKK(w,G,G′) & G′ ≈
0
G′′ & G′′0 =

G′comp ∩ J@EKG,w & G′′ ∼
comp

H & Hcomp = N(JφKG,w, G′comp)

• Jlikely(φ,K)K(w,G,H) if and only if there is a G′ and G′′ such that JKK(w,G,G′) & G′ ≈
0
G′′

& G′′0 = G′comp ∩ J@EKG,w & G′′ ∼
comp

H & Hcomp = P (JφKG,w, G′comp)

• Jif(φ,K1,K2)K(w,G,H) iff there is a G′, G′′, G′′′ and G′′′′ such that JK1K(w,G,G′) & G′ ≈
0
G′′

& G′′0 = G′comp ∩ J@EKG,w & JK2K(w,G′′, G′′′) & G′′′ ≈
0
G′′′′ & G′′′′0 = G′′′comp ∩ J@EKG

′′,w &

G′′′′ ∼
comp

H & Hcomp = Cond(JφKG,w, G′comp, G′′′comp)

• Jand(K1,K2)K(w,G,H) iff there is a G′, G′′, G′′′ and G′′′′ such that JK1K(w,G,G′) & G′ ≈
0
G′′

& G′′0 = G′comp ∩ J@EKG,w & JK2K(w,G′′, G′′′) & G′′′ ≈
0
G′′′′ & G′′′′0 = G′′′comp ∩ J@EKG

′′,w &

G′′′′ ∼
comp

H & Hcomp = G′comp ∩G′′comp

• Jnot(K)K(w,G,H) iff there is a G′ such that JKK(w,G,G′) & G′ ∼
comp

H & Hcomp =

J¬compKG′,w

• JAssert(K)K(w,G,H) iff there is a G′ such that JKK(w,G,G′) & G′ ≈
0
H & H0 = G′comp ∩

J@EKG,w & w ∈ H0

In order to define the truth-conditions for updates associated with coherence relations, we assume

the following abbreviations:

Definition A.5. Elab(φ, ψ) iff φ and ψ are centered around the same event or entity, i.e. iff the

event or scenario described by ψ is a part of the event or scenario described by φ.

Definition A.6. Conclusion(φ, ψ) iff JφKw,G ⊆ JψKw,G for all G,w.

Definition A.7. A formula, φ, is about of body of information θ iff, where G is the input context to

φ, θ = J@EKG,w, where ‘E’ is a predicate denoting the property of being an epistemically accessible

proposition, and thus, ‘@E’ denotes the top-ranked epistemically accessible proposition. I use ‘θφ’

to denote the body of information that φ is about.

42For generality, I let the restrictor in the definition be any proposition p. However, as argued above, epistemic
modals and conditionals select the top-ranked possibility in a given context (‘@E’) as their restrictor.
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Definition A.8. Contrast(φ, ψ) iff φ and ψ describe contrasting information about some body of

information regarding a common topic.

• JElab(φ,K)K(w,G,H) iff there areG′ andG′′ such thatG ≈
0
G′ &G′0 = JφKG,w & JKK(w,G′, G′′)

& G′′ ≈
0
H & H0 = G′′comp & Elab(JφKG,w, H0).

• JContrast(K1,K2)K(w,G,H) iff there is a G′ and G′′ such that JK1K(w,G,G′) & G′ ≈
0
G′′

& G′′0 = JθK1KG,w & JK2K(w,G′′, H) & JθK1KG,w = JθK2KG
′′,w & Contrast(G′′comp, Hcomp)

• JConclusion(K1,K2)K(w,G,H) iff there is a G′ such that JK1K(w,G,G′) & JK1K(w,G′, H)

& Conclusion(G′0, H0).

A.5 Truth, validity, entailment.

• K is true, relative to a context G, a world w, and a model M, if there is some H, s.t. H 6= ∅
and JKK(w,G,H). K is false (relative to a context G, a world w, and a modelM,) otherwise.

• K is valid iff it’s true in all models.

• K1 entails K2 iff for any modelM, any context G, and any world w if there is a G′ such that

G′ 6= ∅ and JK1K(w,G,G′), then there is a G′′ such that G′′ 6= ∅ and JK2K(w,G′, G′′).

A.6 Dynamic interpretation

I now give a dynamic translation for a fragment of English, specifying the updates associated with

utterances containing modals and conditionals. I shall avail myself of abstract level of logical forms

(ALFs) for the relevant fragment of English. The reader should bear in mind that we do not have

to take a stand on the existence of a level of representation corresponding to ALFs. This level

of representation is merely a dispensable convenience that helps specify the interpretation in a

streamlined way.

A.6.1 Abstract Logical Forms (ALFs) for a Fragment of English:

Terms:

• Propositional constants from our base language in § A.1 (set C).

Atoms:

• All terms are atoms, and nothing else is an atom.

ALFs:
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• Atoms are ALFs.

• If φ and ψ are ALFs, then might(φ, ψ) is an ALF. (Stands for “it might be the case that ψ,

given the restrictor φ”.)

• If φ and ψ are ALFs, then must(φ, ψ) is an ALF. (Stands for “it must be the case that ψ,

given the restrictor φ”.)

• If φ and ψ are ALFs, then likely(φ, ψ) is an ALF. (Stands for “it’s likely the case that ψ,

given the restrictor φ”.)

• If φ, ψ and γ are ALFs, then if(φ, ψ, γ) is an ALF. (Stands for “given the restrictor φ if ψ,

then γ.”)

• If φ and ψ are ALFs, then and(φ, ψ) is an ALF. (Stands for “φ and ψ.”)

• If φ is an ALF, then not(φ) is an ALFs. (Stands for “Not φ.”)

• If φ is an ALF, then Assert(φ) is an ALF. (Assertion operator—makes sure that the propo-

sition φ is asserted.)

A.6.2 Dynamic Interpretation:

In this section, I provide a translation of the relevant fragment of English, into our dynamically

interpreted language defined in § A.1–§ A.4. I’ll assume the ALFs for the relevant fragment of En-

glish defined in A.6.1, (e.g. might(φ, ψ) for “it might be the case that ψ”, where the modal is

anaphorically dependent on JφKG,w, for an input context G.)

(Base case, where Td(φ) is a translation of a formula φ into our dynamic system.)

• If φ is an atom, then Td(φ) = 〈comp := φ〉.

(Recursive case)

• Td(might(φ, ψ)) = might(φ, Td(ψ))

• Td(must(φ, ψ)) = must(φ, Td(ψ))

• Td(likely(φ, ψ)) = likely(φ, Td(ψ))

• Td(if(φ, ψ, γ)) = if(φ, Td(ψ), Td(γ))

• Td(and(φ, ψ)) = and(Td(φ), Td(ψ))

• Td(not(φ)) = not(Td(φ))

• Td(Assert(φ)) = Assert(Td(φ))
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