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CHAPTER 5

Mind as a 
Computing Machine

Machine Functionalism

In 1967 Hilary Putnam published a paper of modest length titled “Psycho-
logical Predicates.”1 This paper changed the debate in philosophy of mind in

a fundamental way, by doing three remarkable things: First, it quickly brought
about the decline and fall of type physicalism, in particular, the psychoneural
identity theory. Second, it ushered in functionalism, which has since been a
highly influential—arguably the dominant—position on the nature of mind.
Third, it was instrumental in installing antireductionism as the orthodoxy on
the nature of psychological properties. Psychoneural identity physicalism,
which had been promoted as the only view of the mind properly informed by
the best contemporary science, turned out to be unexpectedly short-lived, and
by the mid-1970s most philosophers had abandoned reductionist physicalism
not only as a view about psychology but as a doctrine about all special sci-
ences, sciences other than basic physics.2 In a rapid shift of fortune, identity
physicalism was gone in a matter of a few years, and functionalism was quickly
enthroned as the “o!cial” philosophy of the burgeoning cognitive science, a
view of psychological and cognitive properties that best fit the projects and
practices of the scientists.

All this stemmed from a single idea: the multiple realizability of mental
properties. We have already discussed it as an argument against the psycho-
neural identity theory and, more generally, as a di!culty for type physicalism
(chapter 4). What sets the multiple realization argument apart from numerous
other objections to the psychoneural identity theory is that it gave birth to an
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attractive new conception of the mental that has played a key role in shaping
an influential view of the nature and status of not only cognitive science and
psychology but also other special sciences.

MULTIPLE REALIZABILITY AND THE
FUNCTIONAL CONCEPTION OF MIND

Perhaps not many of us now believe in angels—purely spiritual and immortal
beings supposedly with a full mental life. Angels, as traditionally conceived, are
wholly immaterial beings with knowledge and belief who can experience emo-
tions and desires and are capable of performing actions. The idea of such a be-
ing may be a perfectly coherent one, like the idea of a unicorn or Bigfoot, but
there seems no empirical evidence that there are beings fitting the description,
just as there are no unicorns and probably no Bigfoot. So like unicorns but un-
like married bachelors or four-sided triangles, there seems nothing conceptu-
ally impossible about angels. If the idea of an angel with beliefs, desires, and
emotions is a consistent one, that would show that there is nothing in the idea
of mentality as such that precludes purely nonphysical, wholly immaterial be-
ings with psychological states.3

It seems, then, that we cannot set aside the possibility of immaterial real-
izations of mentality as a matter of an a priori conceptual fact.4 Ruling out
such a possibility requires commitment to a substantive metaphysical thesis,
perhaps something like this:

Realization Physicalism. If something x has some mental property M
(or is in mental state M) at time t, then x is a physical thing and x has
M at t in virtue of the fact that x has at t some physical property P that
realizes M in x at t. 5

It is useful to think of this principle as a way of stating the thesis of physical-
ism.6 It says that anything that exhibits mentality must be a physical  system—
for example, a biological organism. Although the idea of nonphysical entities
having mental properties may be a consistent one, the actual world is so con -
stituted, according to this thesis, that only physical systems, like biological or-
ganisms, turn out to have mental properties—maybe because they are the only
things that exist in space-time. Moreover, the principle requires that every men-
tal property be physically based; each occurrence of a mental property is due to
the occurrence of a physical “realizer” of the mental property. A simple way of
putting the point would be this: Minds, if they exist, must be embodied.
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Notice that this principle provides for the possibility of multiple realization
of mental properties. Mental property M—say, being in pain—may be such
that in humans C-fiber activation realizes it but in other species (say, octopuses
and reptiles) physiological mechanisms that realize pain may be vastly differ-
ent. Perhaps there might be non-carbon-based or non-protein-based biological
organisms with mentality, and we cannot a priori preclude the possibility that
electromechanical systems, like the “intelligent” robots and androids in science
fiction, might be capable of having beliefs, desires, and even sensations. All this
suggests an interesting feature of mental concepts: They seem to carry no con-
straint on the actual physical-biological mechanisms that realize or implement
them. In this sense, psychological concepts are like concepts of artifacts. For ex-
ample, the idea of an “engine” is silent on how an engine might be designed
and built—whether it uses gasoline or electricity or steam and, if it is a gasoline
engine, whether it is a piston or rotary engine, how many cylinders it has,
whether it uses a carburetor or fuel injection, and so on. As long as a physical
device is capable of performing a certain specified job—in this instance, that of
transforming various forms of energy into mechanical force or motion—it
counts as an engine. The concept of an engine is defined by a job description, or
causal role, not a description of mechanisms that execute the job. Many biolog-
ical concepts are similar: What makes an organ a heart is the fact that it pumps
blood. The human heart may be physically very unlike hearts in, say, reptiles or
birds, but they all count as hearts because of the job they do in the organisms
in which they are found, not on account of their similarity in shape, size, or
material composition.

What, then, is the job description of pain? The capacity for experiencing
pain under appropriate conditions—in particular, when an organism suffers
tissue damage—is critical to its chances for adaptation and survival. There are
unfortunate people who congenitally lack the capacity to sense pain, and few
of them survive into adulthood.7 In the course of coping with the hazards pre-
sented by their environment, animal species must have had to develop pain
mechanisms, “tissue-damage detectors,” and it is plausible that different species,
interacting with different environmental conditions and evolving independ-
ently, have developed different mechanisms for this purpose. As a start, then, we
can think of pain as specified by the job description “tissue-damage detector”—
a mechanism that is activated by tissue damage and whose activation in turn
causes behavioral responses such as withdrawal, avoidance, and escape.

Thinking of the workings of the mind in analogy with the operations of
a computing machine is commonplace, both in the popular press and in seri-
ous philosophy and cognitive science, and we will soon begin looking into the
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mind-computer analogy in detail. A computational view of mentality also
shows that we must expect mental states to be multiply realized. We know that
any computational process can be implemented in a variety of physically di-
verse computing machines. Not only are there innumerable kinds of elec-
tronic digital computers (in addition to the semiconductor-based machines
we are familiar with, think of the vacuum-tube computers of olden days), but
also computers can be built with wheels and gears (as in Charles Babbage’s
original “Analytical Engine”) or even with hydraulically operated systems of
pipes and valves, although these would be unacceptably slow (not to say eco-
nomically prohibitive). And all of these physically diverse computers can be
performing “the same computation,” say, solving the same differential equa-
tions. If minds are like computers and mental processes—in particular, cogni-
tive processes—are, at bottom, computational processes, we should expect no
prior constraint on just how minds and mental processes are physically imple-
mented, that is, realized. Just as vastly different physical devices can execute
the same computational program, so vastly different biological or physical
systems should be able to subserve the same cognitive processes. Such is the
core of the functionalist conception of the mind.

What these considerations point to, according to some, is the abstractness
or formality of psychological properties in relation to physical or biological
properties: Psychological kinds abstract from the physical and biological details
of organisms so that states that are quite unlike from a physicochemical point
of view can fall under the same psychological kind, and organisms and systems
that are widely dissimilar biologically and physically can instantiate the same
psychological regularities—or have “the same psychology.” Psychological kinds
seem to track formal patterns or structures of events and processes rather than
their material constitutions or implementing physical mechanisms.8 Con-
versely, the same physical structure, depending on the way it is causally embed-
ded in a larger system, can subserve different psychological capacities and
functions (just as the same computer chip can be used for different computa-
tional functions in the subsystems of a computer). After all, most neurons, it
has been observed, are pretty much alike and largely interchangeable.9

What is it, then, that binds together all the physically diverse instances of a
given mental kind? What do all pains—pains in humans, pains in canines,
pains in octopuses, and pains in Martians—have in common in virtue of
which they all fall under a single psychological kind, pain?10 That is, what is the
principle of individuation for mental kinds?

Let us first see how the type physicalist and the behaviorist answer this
question. The psychoneural identity physicalist will say this: What all pains
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have in common that makes them instances of pain is a certain neurobiologi-
cal property, namely, being an instance of C-fiber excitation (or some such
state). That is, for the type physicalist, a mental kind is a physical kind (a
neuro biological kind, for the psychoneural identity theorist). You could guess
how the behaviorist answers the question: What all pains have in common is a
certain behavioral property—or to put it another way, two organisms are both
in pain at a time just in case at that time they exhibit, or are disposed to exhibit,
the behavior patterns characteristic of pain (for example, escape behavior,
withdrawal behavior, and so on). For the behaviorist, then, a mental kind is a
behavioral kind.

If you take the multiple realizability of mental states seriously, you will reject
both these answers and opt for a “functionalist” conception. The main idea is
that what is common to instances of a mental state must be sought at a higher
level of abstraction. According to functionalism, a mental kind is a functional
kind, or a causal-functional kind, since the “function” involved is to fill a certain
causal role.11 Let us go back to pain as a tissue-damage detector.12 The concept
of a tissue-damage detector is a functional concept, a concept specified by a job
description, as we said: Any device is a tissue-damage detector for an organism
just in case it can reliably respond to occurrences of damage to the tissues of the
organism and transmit this information to other subsystems so that appropri-
ate responses are produced. Functional concepts are ubiquitous: What makes
something a mousetrap, a carburetor, or a thermometer is its ability to perform
a certain function, not any specific physicochemical structure or mechanism; as
someone said, anything is a mousetrap if it takes a live mouse as input and de-
livers a dead one as output. These concepts are specified by the functions that
are to be performed, not by structural blueprints. As has been noted, many con-
cepts, in ordinary discourse and in the sciences, are functional concepts in this
sense; important concepts in chemistry and biology (for example, catalyst, gene,
heart) seem best understood as functional concepts.

To return to pain as a tissue-damage detector: Ideally, every instance of
 tissue damage, and nothing else, should activate this mechanism and this must
further trigger other mechanisms with which it is hooked up, leading finally to
behavior that will in normal circumstances spatially separate the damaged
part, or the whole organism, from the external cause of the damage. Thus, the
concept of pain is defined in terms of its function, and the function involved is
to serve as a causal intermediary between typical pain inputs (tissue damage,
trauma, and so on) and typical pain outputs (winces, groans, avoidance be -
havior, and so on). Moreover, functionalism makes two significant additions.
First, the causal conditions that activate the pain mechanism can include other
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mental states (for example, you must be normally alert and not be absorbed in
another activity, like intense competitive sports). Second, the outputs of the
pain mechanism can include mental states as well (such as a sense of distress
or a desire to be rid of the pain). Mental kinds are causal-functional kinds, and
what all instances of a given mental kind have in common is that they all serve
a certain causal role distinctive of that kind. And that is all. One might say that
a functional kind has only a “nominal essence,” given by its defining causal
role, but no “real essence,” a “deep” common property shared by all actual and
possible instances of it.13 Contrast this with water: All samples of water, any-
where anytime, must be quantities of H2O molecules, and being composed of
H2O molecules is the essence of water. Pain does not have an essence in that
sense. Functionalism itself may be characterized by the following slogan: “Psy-
chological kinds have only nominal essences; they have no real essences.”

In general, then, as David Armstrong has put it, the concept of a mental
state is the concept of an internal state apt to be caused by certain sensory in-
puts and apt to cause certain behavioral outputs. A specification of input and
output, <i, o>, will define a particular mental state: for example, <tissue dam-
age, aversive behavior> defines pain, <skin irritation, scratching> defines itch,
and so on.

FUNCTIONAL PROPERTIES AND
THEIR REALIZERS: DEFINITIONS

It will be useful to have explicit definitions of some of the terms we have been
using informally, relying on examples and intuitions. Let us begin with a
more precise characterization of a functional property:

F is a functional property (or kind) just in case F can be characterized
by a definition of the following form:

For something x to have F (or to be an F) = def for x to have some prop-
erty P such that C(P), where C(P) is a specification of the causal work
that P is supposed to do in x.

We may call a definition having this form a “functional” definition. “C(P),”
which specifies the causal role of F, is crucial. What makes a functional prop-
erty the property it is, is the causal role associated with it; that is to say, F and
G are the same functional property if and only if the causal role associated
with F is the same as that associated with G. The term “causal work” in the
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above schema of functional definitions should be understood broadly to refer
to “passive” as well as “active” work: For example, if tissue damage causes P to
instantiate in an organism, that is part of P’s causal work or function. Thus,
P’s causal work refers to the causal relations involving the instances, or occur-
rences, of P in the organism or system in question.

Now we can define what it is for a property to “realize,” or be a “realizer” of,
a functional property:

Let F be a functional property defined by a functional definition, as
above. Property Q is said to realize F, or be a realizer or a realization of F,
in system x if and only if C(Q), that is, Q fits the specification C in x
(which is to say, Q in fact performs the specified causal work in system x).

Note that the definiens (the right-hand side) of a functional definition
does not mention any particular property P that x has (when it has F); it only
says that x has “some” property P fitting description C. In logical terminology,
the definiens “existentially quantifies over” properties (it in effect says, “There
exists some property P such that x has P and C[P]”). For this reason, func-
tional properties are called “second-order” properties, with the properties
quantified over (that is, properties eligible as instances of P) counting as
“first-order” properties; they are second-order properties of a special kind—
namely, those that are defined in terms of causal roles.

Let us see how this formal apparatus works. Consider the property of be-
ing a mousetrap. It is a functional property because it can be given the follow-
ing functional definition:

x is a mousetrap = def x has some property P such that P enables x to
trap and hold or kill mice.

The definition does not specify any specific P that x must have; the causal
work specified obviously can be done in many different ways. There are the
familiar spring-loaded traps, and there are wire cages with a door that slams
shut when a mouse enters; we can imagine high-tech traps with an optical
sensor and all sorts of other devices. This means that there are many—in fact,
indefinitely many—“realizers” of the property of being a mousetrap; that is,
all sorts of physical mechanisms can be mousetraps.14 The situation is the
same with pain: A variety of physical/biological mechanisms can serve as
 tissue-damage detectors across biological species—and perhaps nonbiologi-
cal systems as well.
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FUNCTIONALISM AND BEHAVIORISM

Both functionalism and behaviorism speak of sensory input and behavioral
output—or “stimulus” and “response”—as central to the concept of mentality.
In this respect, functionalism is part of a broadly behavioral approach to
mentality and can be considered a generalized and more sophisticated ver-
sion of behaviorism. But there are also significant differences between them,
of which the following two are the most important.

First, the functionalist takes mental states to be real internal states of an
organism with causal powers; for an organism to be in pain is for it to be in an
internal state (for example, a neurobiological state for humans) that is typi-
cally caused by tissue damage and that in turn typically causes winces, groans,
and avoidance behavior. And the presence of this internal state explains why
humans react the way they do when they suffer tissue damage. In contrast, the
behaviorist eschews talk of internal states entirely, identifying mental states
with actual or possible behavior. Thus, to be in pain, for the behaviorist, is to
wince and groan or be disposed to wince and groan, but not, as the function-
alist would have it, to be in some internal state that causes winces and groans.

Although both the behaviorist and the functionalist may refer to “behav-
ioral dispositions” in speaking of mental states, what they mean by “disposi-
tion” can be quite different: The functionalist takes a “realist” approach to
dispositions, whereas the behaviorist embraces an “instrumentalist” line. We
say that sugar cubes, for example, are soluble in water. But what does it mean
to say that something is soluble in water? The answer depends on whether
you adopt an instrumental or a realist view of dispositions. Let us see exactly
how these two approaches differ:

Instrumentalist analysis: x is soluble in water = def if x is immersed in
water, x dissolves.

Realist analysis: x is soluble in water = def x has an internal state S (for
example, a certain microstructure) such that when x is immersed in
water, S causes x to dissolve.

According to instrumentalism, therefore, all there is to the water solubility
of a sugar is the fact that a certain conditional (“if-then”) statement holds for it;
thus, on this view, water solubility is a “conditional” or “hypothetical” property
of the sugar cube—that is, the property of dissolving if immersed in water. Real-
ism, in contrast, takes solubility to be a categorical, presumably microstruc-
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tural, internal state of the cube of sugar that is causally responsible for its dis-
solving when placed in water. (Further investigation might reveal the state to
be that of having a certain crystalline molecular structure.) Neither analysis re-
quires the sugar cube to be placed in water or actually to be dissolving in order
to be water-soluble. However, we may note the following difference: If x dis-
solves in water and y does not, the realist will give a causal explanation of this
difference in terms of a difference in their microstructure. For the instrumen-
talist, the difference may just be a brute fact: It is just that the conditional “if
placed in water, it dissolves” holds true for x but not for y, a difference that need
not be grounded in any further differences between x and y.

In speaking of mental states as behavioral dispositions, then, the functional-
ist takes them as actual inner states of persons and other organisms that in nor-
mal circumstances cause behavior of some specific type under certain specified
input conditions. Mental states serve as causal intermediaries between sensory
input and behavioral output. In contrast, the behaviorist takes mental states
merely as input-output, or stimulus-response, correlations. Many behaviorists
(especially “radical” scientific behaviorists) believe that speaking of mental
states as “inner causes” of behavior is scientifically unmotivated and philosoph-
ically unwarranted.15

The second significant difference between functionalism and behavior-
ism, one that gives the former a substantially greater theoretical power, is the
way “input” and “output” are construed for mental states. For the behaviorist,
input and output consist entirely of observable physical stimulus conditions
and observable behavioral/physical responses. As mentioned earlier, the func-
tionalist allows reference to other mental states in the characterization of a
given mental state. It is a crucial part of the functionalist conception of men-
tal states that their typical causes and effects can, and often do, include other
mental states. Thus, for a ham sandwich to cause you to want to eat it, you
must believe it to be a ham sandwich; a bad headache can cause you not only
to frown and moan but also to experience further mental states like distress
and a desire to call your doctor.

The two points that have just been reviewed are related: If you think of
mental states as actual inner states of psychological subjects, you would regard
them as having real causal powers, powers to cause and be caused by other
states and events, and there is no obvious reason to exclude mental states from
figuring among the causes or effects of other mental states. In conceiving men-
tality this way, the functionalist is espousing mental realism—a position that
considers mental states as having a genuine ontological status and counts them
among the phenomena of the world with a place in its causal structure. Mental
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states are real for the behaviorist too, but only as behaviors or behavioral dis-
positions; for him, there is nothing mental over and above actual and possible
behavior. For the functionalist, mental states are inner causes of behavior, and
as such they are “over and above” behavior.

Including other mental events among the causes and effects of a given
mental state is part of the functionalist’s general conception of mental states as
forming a complex causal network anchored to the external world at various
points. At these points of contact, a psychological subject interacts with the
outside world, receiving sensory inputs and emitting behavior outputs. And
the identity of a given mental kind, whether it is a sensation like pain or a be-
lief that it is going to rain or a desire for a ham sandwich, depends solely on the
place it occupies in the causal network. That is, what makes a mental event the
kind of mental event it is, is the way it is causally linked to other mental-event
kinds and input-output conditions. Since each of these other mental-event
kinds in turn has its identity determined by its causal relations to other mental
events and to inputs and outputs, the identity of each mental kind depends ul-
timately on the whole system—its internal structure and the way it is causally
linked to the external world via sensory inputs and behavior outputs. In this
sense, functionalism gives us a holistic conception of  mentality.

This holistic approach enables functionalism to sidestep one of the princi-
pal objections to behaviorism. This is the di!culty we saw earlier: A desire is-
sues in overt behavior only when combined with an appropriate belief, and
similarly, a belief leads to behavior only when a matching desire is present.
For example, a person with a desire to eat an apple will eat an apple that is
presented to her only if she believes it to be an apple (she would not bite into
it if she thought it was a fake wooden apple); a person who believes that it is
going to rain will take an umbrella only if she has a desire to stay dry. As we
saw, this apparently makes it impossible to give a behavioral definition of de-
sire without reference to belief or a definition of belief without reference to
desire. The functionalist would say that this simply points to the holistic char-
acter of mental states: It is an essential feature of a desire that it is the kind of
internal state that in concert with an appropriate belief causes a certain be-
havior output, and similarly for belief and other mental states.

But doesn’t this make the definitions circular? If the concept of desire can-
not be defined without reference to belief, and the concept of belief in turn
cannot be explained without reference to desire, how can either be under-
stood at all? We will see later (chapter 6) how the holistic approach of func-
tionalism deals with this issue.16
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TURING MACHINES

Functionalism was originally formulated by Putnam in terms of “Turing ma-
chines,” mathematically characterized computing machines due to the British
mathematician-logician Alan M. Turing.17 Although it is now customary to for-
mulate functionalism in terms of causal-functional roles—as we have done and
will do in more detail in the next chapter—it is instructive to begin our system-
atic treatment of functionalism by examining the Turing-machine version of
functionalism, usually called machine functionalism. This also gives us a back-
ground that will be helpful in exploring the idea that the workings of the mind
are best understood in terms of the operations of a computing machine—that
is, the computational view of the mind (computationalism, for short).

A Turing machine is made up of four components:

1. A tape divided into “squares” and unbounded in both directions
2. A scanner-printer (“head”) positioned at one of the squares of the

tape at any given time
3. A finite set of internal states (or configurations), q0, . . . , qn

4. A finite alphabet consisting of symbols, b1, . . . , bm

One and only one symbol appears on each square. (We may think of the
blank as one of the symbols.)

The machine operates in accordance with the following general rules:

A. At each time, the machine is in one of its internal states, qi, and its
head is scanning a particular square on the tape.

B. What the machine does at a given time t is completely determined
by its internal state at t and the symbol its head is scanning at t.

C. Depending on its internal state and the symbol being scanned, the
machine does three things:
(1) Its head replaces the symbol with another (possibly the same)
symbol of the alphabet. (To put it another way, the head erases the
symbol being scanned and prints a new one, which may be the same
as the erased one.)
(2) Its head moves one square to the right or to the left (or halts,
with the computation completed).
(3) The machine enters into one of its internal states (which can be
the same state).
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Let us consider a Turing machine that adds positive integers in the unary
notation. (In this notation, number n is represented as a sequence of n
strokes, each stroke occupying one square.) Consider the following picture in
which the problem of adding 3 and 2 is presented to the machine, which is to
be started off with its head in state q0 and scanning the first digit:

(The “scratch” symbol, #, marks the boundaries of the problem.) We want
to “program” this Turing machine in such a way that when the computation is
completed, the machine halts with a sequence of five consecutive strokes
showing on the tape, like this:

It is easy to see that there are various procedures by which the machine
could accomplish this. One simple way is to have the machine (or its head)
move to the right looking for the symbol +, replace it with a stroke, keep mov-
ing right until it finds the right-most stroke, and when it does, erase it (that is,
replace it with the scratch symbol #) and then halt. The following simple “ma-
chine table” is a complete set of instructions that defines our adder (call it TM1):

Here is how we read this table. On the left-most column you find the sym-
bols of the machine alphabet listed vertically, and the top row lists the machine’s
internal states. Each entry in the interior matrix is an instruction: It tells the ma-
chine what to do when it is scanning the symbol shown in the left-most column
of that row and is in the internal state listed at the top of the column. For exam-
ple, the entry 1Rq0, at the intersection of q0 and 1, tells the machine: “If you are
in internal state q0 and scanning the symbol 1, replace 1 with 1 (that is, leave it
unchanged), move to the right by one square, and go into internal state q0 (that
is, stay in the same state).” The entry immediately below, 1Rq0, tells the machine:
“If you are in state q0 and scanning the symbol +, replace + with 1, move to the

 # # 1 1 1 + 1 1 # #

q0
HEAD

        #   #    1    1    1    1    1    #   #    #

1 1Rq !!!!!!!#Halt
+ 1Rq
# #L 

0

q1
0

q0 q1
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right by one square, and go into state q0.” The L in the bottom entry, #Lq1, means
“move left by one square”; the entry in the right-most column, #Halt, means “If
you are scanning 1 and in state q1, replace 1 with # and halt.” It is easy to see (the
reader is asked to figure this out on her own) the exact sequence of steps our
Turing machine will follow to compute the sum 3 + 2.

The machine table of a Turing machine is a complete and exhaustive specifi-
cation of the machine’s operations. We may therefore identify a Turing machine
with its machine table. Since a machine table is nothing but a set of instructions,
this means that a Turing machine can be identified with a set of such instructions.

What sort of things are the “internal states” of a Turing machine? We talk
about this general question later, but with our machine TM1, it can be helpful to
think of the specific machine states in the following intuitive way: q0 is a + and #
searching state—it is a state such that when TM1 is in it, it keeps going right,
looking for + and #, ignoring any 1s it encounters. Moreover, if the machine is
in q0 and finds a +, it replaces it with a 1 and keeps moving to the right, while
staying in the same state; when it scans a # (thereby recognizing the right-most
boundary of the given problem), it backs up to the left and goes into a new state
q1, the “print # over 1 and then halt” state. When TM1 is in this state, it will re-
place any 1 it scans with a # and halt. Thus, each state “disposes” the machine to
do a set of specific things depending on the symbol being scanned (which
therefore can be likened to sensory input).

But this is not the only Turing machine that can add numbers in unary
notation; there is another one that is simpler and works faster. It is clear that
to add unary numbers it is not necessary for the machine to determine the
right-most boundary of the given problem; all it needs to do is to erase the
initial 1 being scanned when it is started off, and then move to the right to
find + and replace it with a 1. This is TM2, with the following machine table:

We can readily build a third Turing machine, TM3, that will do subtrac-
tions in the unary notation. Suppose the following subtraction problem is
presented to the machine:

R R

        #    #    b    1    1    1    1    –    1    1    b    #    #
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(Symbol b is used to mark the boundaries of the problem.) Starting the
machine in state q0 scanning the initial 1, we can write a machine table that
computes n–m by operating like this:

1. The machine starts off scanning the first 1 of n. It goes to the right
until it locates m, the number being subtracted. (How does it recog-
nize it has located m?) It then erases the first 1 of this number (re-
placing it with a #), goes left, and erases the last 1 of n (again
replacing it with a #).

2. The machine then goes right and repeats step 1 again and again,
until it exhausts all the 1s in m. (How does the machine “know” that
it has done this?) We then have the machine move right until it lo-
cates the subtraction sign–, which it erases (that is, replaces it with a
#), and then halt. (If you like tidy output tapes, you may have the
machine erase the bs before halting.)

3. If the machine runs out of the first set of strokes before it exhausts
the second set (this means that n < m), we can have the machine
print a certain symbol, say ?, to mean that the given problem is not
well-defined. We must also provide for the case where n = m.

The reader is invited to write out a machine table that implements these
operations.

We can also think of a “transcription machine,” TM4, that transcribes a
given string of 1s to its right (or left). That is, if TM4 is presented with the fol-
lowing tape to begin its computation,

it ends with the following configuration of symbols on its tape:

The interest of the transcription machine lies in how it can be used to
 construct a multiplication machine, TM5. The basic idea is simple: We can get
n × m by transcribing the string of n 1s m times (that is, transcribing n repeat-
edly using m as a counter). The reader is encouraged to write a machine table
for TM5.

Since any arithmetical operation (squaring, taking the factorial, and so on)
on natural numbers can be defined in terms of addition and multiplication,
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it follows that there is a Turing machine that computes any arithmetical oper-
ation. More generally, it can be shown that any computation performed by
any computer can be done by a Turing machine. That is, being computable
and being computable by a Turing machine turn out to be equivalent.18 In this
sense, the Turing machine captures the general idea of computation and
 computability.

We can think of a Turing machine with two separate tapes (one for input,
on which the problem to be computed is presented, and the other for actual
computation and the final output) and two separate heads (one for scanning
and one for printing). This helps us to think of a Turing machine as receiving
“sensory stimuli” (the symbols on the input tape) through its scanner (“sense
organ”) and emitting specific behaviors in response (the symbols printed on
the output tape by its printer head). It can be shown that any computation
that can be done by a two-tape machine or a machine with any finite number
of tapes can be done by a one-tape machine. So adding more tapes does not
strengthen the computing power of Turing machines or substantively enrich
the concept of a Turing machine, although it could speed up computations.

Turing also showed how to build a “universal machine,” which is like a
general-purpose computer in that it is not dedicated to the computation of a
specific function but can be programmed to compute any function you want.
On the input tape of this machine, you specify two things: the machine table
of the desired function in some standard notation that can be read by the uni-
versal machine and the values for which the function is to be computed. The
universal machine is programmed to read any machine table and carry out
the computation in accordance with the instructions of the machine table.

The notion of a Turing machine can be generalized to yield the notion of a
probabilistic automaton. As you recall, each instruction of a Turing machine
is deterministic: Given the internal state and the symbol being scanned, the
immediate next operation is wholly and uniquely determined. An instruction
of a probabilistic, or stochastic, automaton has the following general form:
Given internal state qi and scanned symbol bj:

1. Print bk with probability r1, or print bl with probability r2,  .  .  . , or
print bm with probability rn (where the probabilities add up to 1).

2. Move R with probability r1, or move L with probability r2 (where the
probabilities add up to 1).

3. Go into internal state qj with probability r1, or into qk with probabil-
ity r2,  .  .  . , or into qm with probability rn (again, the probabilities
adding up to 1).
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Although in theory a machine can be made probabilistic along any one or
more of these three dimensions, it is customary to understand a probabilistic
machine as one that incorporates probabilities into state transitions, in the
manner of (3) above. The operations of a probabilistic automaton are not de-
terministic; the current internal state of the machine and the symbol it is scan-
ning do not—do not always, at any rate—together uniquely determine what
the machine will do next. However, the behavior of such a machine is not ran-
dom or arbitrary either: There are fixed and stable probabilities describing
the machine’s operations. If we are thinking of a machine that describes the
behavior of an actual psychological subject, a probabilistic machine may be
more realistic than a deterministic one; however, we may note that it is gener-
ally possible to construct a deterministic machine that simulates the behavior
of a probabilistic machine to any desired degree of accuracy, which makes
probabilistic machines theoretically dispensable.

PHYSICAL REALIZERS OF TURING MACHINES

Suppose that we give the machine table for our simple adding machine, TM1,
to an engineering class as an assignment: Each student is to build an actual
physical device that will do the computations as specified by its machine
table. What we are asking the students to build, therefore, are “physical realiz-
ers” of TM1—real-life physical computing machines that will operate in ac-
cordance with the machine table of TM1. We can safely predict that a huge,
heterogeneous variety of machines will be turned in. Some of them may really
look and work like the Turing machine as described: They will have a paper
tape neatly divided into squares, with an actual physical “head” that can read,
erase, and print symbols. Some will perhaps use magnetic tapes and heads
that read, write, and erase electrically. Some machines will have no “tapes” or
“heads” but instead use spaces on a computer disk or memory locations in
their CPU to do the computation. A clever student with a sense of humor
(and lots of time and other resources) might try to build a hydraulically oper-
ated device with pipes and valves instead of wires and switches. The possibili-
ties are endless.

But what exactly is a physical realizer of a Turing machine? What makes a
physical device a realizer of a given Turing machine? First, the symbols of the
machine’s alphabet must be given concrete physical embodiments; they could
be blotches of ink on paper, patterns of magnetized iron particles on plastic
tape, electric charges in capacitors, or what have you. Whatever they are, the
physical device that does the “scanning” must be able to “read” them—that is,
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differentially respond to them—with a high degree of reliability. This means
that the physical properties of the symbols place a set of constraints on the
physical design of the scanner, but these constraints need not, and usually will
not, determine a unique design; a great multitude of physical devices are likely
to be adequate to serve as a scanner for any set of physically embodied sym-
bols. The same considerations apply to the machine’s printer and outputs as
well: The symbols the machine prints on its output tape (we are thinking of a
two-tape machine) must be given physical shapes, and the printer must be de-
signed to produce them on demand. The printer, of course, does not have to
“print” anything in a literal sense; the operation could be wholly electronic, or
the printer could be a speaker that vocalizes the output or an LCD monitor
that visually displays it (and saves it for future computational purposes).

What about the “internal states” of the machine? How are they physically
realized? Consider a particular instruction on the machine table of TM1: If the
machine is in state q0 and scanning a +, replace the + with a 1, move right, and
go into state q1. Assume that Q0 and Q1 are the physical states realizing q0 and
q1, respectively. Q0 and Q1, then, must satisfy the following condition: An oc-
currence of Q0, together with the physical scanning of +, must physically cause
three physical events: (1) The physical symbol + is replaced with the physical
symbol 1; (2) the physical scanner-printer (head) moves one square to the
right (on the physical tape) and scans it; and (3) the machine enters state Q1. In
general, then, what needs to be done is to replace the functional or computa-
tional relations among the various abstract parameters (symbols, states, and
motions of the head) mentioned in the machine table with matching causal re-
lations among the physical embodiments of these parameters. That is to say, a
physical realizer of a Turing machine is a physical causal mechanism that is
isomorphic to the machine table of the Turing machine.

From the logical point of view, the internal states are only “implicitly de-
fined” in terms of their relations to other parameters: qj is a state such that if
the machine is in it and scanning symbol bk, the machine replaces bk with bl,
moves R (that is, to the right), and goes into state qh; if the machine is scan-
ning bm, it does such and such; and so on. So qj can be thought of as a function
that maps symbols of the alphabet to the triples of the form <bk, R (or L), qh>.
From the physical standpoint, Qj, which realizes qj, can be thought of as a
causal intermediary between the physically realized symbols and the physical
realizers of the triples—or equivalently, as a disposition to emit appropriate
physical outputs (the triples) in response to different physical stimuli (the
physical symbols scanned). This means that the intrinsic physical natures of
the Qs that realize the qs are of no interest to us as long as they have the right
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causal powers or capacities; their intrinsic properties do not matter—or more
accurately, they matter only to the extent that they affect the desired causal
powers of the states and objects that have them. As long as these states per-
form their assigned causal work, they can be anything you please. Clearly,
whether the Qs realize the qs depends crucially on how the tape, symbols, and
so on are physically realized; in fact, these are interdependent questions. It is
plausible to suppose that, with some mechanical ingenuity, a machine could
be rewired so that physical states realizing distinct machine states could be in-
terchanged without affecting the operation of the machine.

We see, then, a convergence of two ideas: the functionalist conception of a
mental state as a state occupying a certain specific causal role and the idea of
a physical state realizing an internal state of a Turing machine. Just as, on the
functionalist view, what makes a given mental state the kind of mental state it
is, is its causal role with respect to sensory inputs, behavior outputs, and other
mental states, so what makes a physical state the realizer of a given internal
machine state is its causal relations to inputs, outputs, and other physical real-
izers of the machine’s internal states. This is why it is natural for functional-
ists to look to Turing machines for a model of the mind.

Let S be a physical system (which may be an electromechanical device like a
computer, a biological organism, an auto assembly plant, or anything else), and
assume that we have adopted a vocabulary to describe its inputs and outputs.
That is, we have a specification of what is to count as the inputs it receives from
its surroundings and what is to count as its behavioral outputs. Assume, more-
over, that we have specified what states of S are to count as its “internal states.”
We will say that a Turing machine M is a machine description of system S, rela-
tive to a given input-output specification and a specification of the internal
states, just in case S realizes M relative to the input-output and internal state
specifications. Thus, the relation of being a machine description of is the con-
verse of the relation of being a realizer (or realization) of. We can also define a
concept that is weaker than machine description: Let us say that a Turing ma-
chine M is a behavioral description of S (relative to an input- output specifi -
cation) just in case M provides a correct description of S’s input-output
correlations. Thus, every machine description of S is also a behavioral descrip-
tion of S, but the converse does not in general hold. M can give a true descrip-
tion of the input-output relations characterizing S, but its machine states may
not be realized in S, and S’s inner workings (that is, its computational pro-
cesses) may not correctly mirror the functional-computational relationships
given by M’s machine table. In fact, there may be another Turing machine M*,
distinct from M, that gives a correct machine description of S. It follows, then,
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that two physical systems that are input-output equivalent may not be realiza-
tions of the same Turing machine. (The pair of adding machines TM1 and TM2

is a simple example of this.)

MACHINE FUNCTIONALISM: 
MOTIVATIONS AND CLAIMS

Machine functionalists claim that we can think of the mind as a Turing ma-
chine (or a probabilistic automaton). This of course needs to be filled out, but
from the preceding discussion it should be pretty clear how the story will go.
The central idea is that what it is for something to have mentality—that is, to
have a psychology—is for it to be a physically realized Turing machine of ap-
propriate complexity, with its mental states (that is, mental-state types) iden-
tified with the realizers of the internal states of the machine table. Another
way of explaining this idea is to use the notion of machine description: An or-
ganism has mentality just in case there is a Turing machine of appropriate
complexity that is a machine description of it, and its mental-state kinds are
to be identified with the physically realized internal states of that Turing ma-
chine. All this is, of course, relative to an appropriately chosen input-output
specification, since you must know, or decide, what is to count as the organ-
ism’s inputs and outputs before you can determine what Turing machine (or
machines) it can be said to realize.

Let us consider the idea that the psychology of an organism can be repre-
sented by a Turing machine, an idea that is commonly held by machine func-
tionalists.19 Let V be a complete specification of all possible inputs and outputs
of a psychological subject S, and let C be all actual and possible input-output
correlations of S (that is, C is a complete specification of which input applied
to S elicits which output, for all inputs and outputs listed in V). In constructing
a psychology for S, we are trying to formulate a theory that gives a perspicuous
systematization of C by positing a set of internal states in S. Such a theory pre-
dicts for any input applied to S what output will be emitted by S and also
 explains why that particular input will elicit that particular output. It is reason-
able to suppose that for any behavioral system complex enough to have a psy-
chology, this kind of systematization is not possible unless we advert to its
internal states, for we must expect that the same input applied to S does not
 always prompt S to produce the same output. The actual output elicited by a
given input depends, we must suppose, on the internal state of S at that time.

Before we proceed further, it is necessary to modify our notion of a Turing
machine in one respect: The internal states, qs, of a Turing machine are total
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states of the machine at a given time, and the Qs that are their physical realizers
are also total physical states at a time of the physically realized machine. This
means that the Turing machines we are talking about are not going to look very
much like the psychological theories we are familiar with; the states posited by
these theories are seldom, if ever, total states of a subject at a time. But this is a
technical problem, something we assume can be remedied with a more fine-
grained notion of an “internal state.” We can then think of a total internal state
as made up of these “partial” states, which combine in different ways to yield
different total states. This modification should not change anything essential in
the original conception of a Turing machine. In the discussion to follow, we use
this modified notion of an internal state in most contexts.

To return to the question of representing the psychology of a subject S in
terms of a Turing machine: What Turing machine, or machines, is adequate
as a description of S’s psychology? Evidently, any adequate Turing machine
must be a behavioral description of S, in the sense defined earlier; that is, it
must give a correct description of S’s input-output relations (relative to V).
But as we have seen, there is bound to be more than one Turing machine—in
fact, if there is one, there will be indefinitely more—that gives a correct repre-
sentation of S’s input-output relations.

Since each of these machines is a correct behavioral description of our
psychological subject S, they are all equally good as predictive theories: Al-
though some of them may be easier to manipulate and computationally more
e!cient than others, they all predict the same behavior output for the same
input. This is a simple consequence of the notion of “behavioral description.”
But they are different as Turing machines. But do the differences between
them matter?

It should be clear how behaviorally equivalent Turing machines, say, M1

and M2, can differ from each other. To say that they are different Turing ma-
chines is to say that their machine tables are different—that is how Turing
machines are individuated. This means that when they are given the same in-
put, M1 and M2 are likely to go through different computational processes to
arrive at the same output. Each machine has a set of internal states—let us say
<q0, q1, . . . , qn> for M1 and <r0, r1, . . . , rm> for M2. Let us suppose further that
M1 is a machine description of our psychological subject S, but M2 is not.
That is, S is a physical realizer of M1 but not of M2. This means that the com-
putational relations represented in M1, but not those represented in M2, are
mirrored in a set of causal relations among the physical-psychological states
of S. So there are real physical (perhaps neurobiological) states in S, <Q0,
Q1, . . . , Qn>, corresponding to M1’s internal states <q0, q1, . . . , qn>, and these
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Qs are causally hooked up to each other and to the physical scanner (sense or-
gans) and the physical printer (motor mechanisms) in a way that ensures that
for all computational processes generated by M1, isomorphic causal processes
occur in S. As we may say, S is a “causal isomorph” of M1.

There is, then, a clear sense in which M1 is, but M2 is not, psychologically
real for S, even though they are both accurate predictive theories of S’s ob-
servable input-output behaviors. M1 gives “the true psychology” of S in that,
as we saw, S has a physical structure whose states constitute a causal system
that mirrors the computational structure represented by the machine table of
M1, and the physical-causal operations of S form an isomorphic image of the
computational operations of M1. This makes a crucial difference when what
we want is an explanatory theory, a theory that explains why, and how, S does
what it does under the given input conditions. Suppose we say: When input i
was applied to S, S emitted behavioral output o because it was in internal state
Q. This can count as an explanation, it seems, only if the state appealed to—
namely, Q—is a “real” state of the system. In particular, it can count as a causal
explanation only if the state Q is what, in conjunction with i, caused o. Since S
is a physical realizer of M1, or equivalently, M1 is a machine description of S,
the causal process leading from Q and input i to behavior output o is mir-
rored exactly by the computational process that occurs in accordance with the
machine table of M1. In contrast, Turing machine M2, which is not realized by
S, has no “inner” psychological reality for S, even though it correctly captures
all of S’s input-output connections. Although, like M1, M2 correlates input i
with output o, the computational process whereby the correlation is effected
does not reflect the actual causal process in S that leads from i to o (or physi-
cal embodiments thereof). The explanatory force of “because” in “S emitted o
when it received input i because it was in state Q” derives from the causal rela-
tions involving Q and the physical embodiments of o and i in the system S.

The philosophical issues here depend, partly but critically, on the meta-
physics of scientific theories you accept. If you think of scientific theories in
general, or theories over some specific domain, merely as predictive instru-
ments that enable us to infer or calculate further observations from the given
data, you need not attach any existential significance to the posits of these
theories—like the unobservable microparticles of theoretical physics and
their (often quite strange) properties—and may regard them only as calcula-
tional aids in deriving predictions. A position like this is called “instrumental-
ism,” or “antirealism,” about scientific theory.20 On such a view, the issue of
“truth” does not arise for the theoretical principles, nor does the issue of “real-
ity” for the entities and properties posited; the only thing that matters is the
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“empirical, or predictive, adequacy” of the theory—how accurately the theory
works as a predictive device and how comprehensive its coverage is. If you ac-
cept an instrumentalist stance toward psychological theory, therefore, any
Turing machine that is a behavioral description of a psychological subject is
good enough, exactly as good as any other behaviorally adequate description
of it; you may prefer some over others on account of manipulative ease and
computational cost, but the question of “reality” or “truth” does not arise. If
this is your view of the nature of psychology, you will dismiss as meaningless
the question which of the many behaviorally adequate psychologies is “really
true” of the subject.

But if you adopt the perspective of “realism” on scientific theories, or at any
rate about psychology, you will not think all behaviorally adequate descrip-
tions are psychologically adequate. An adequate psychology for the realist
must have “psychological reality”: That is, the internal states it posits must be
the real states of the organism with an active role as causal intermediaries be-
tween sensory inputs and behavior outputs, and this means that only a Turing
machine that is a correct machine description of the organism is an acceptable
psychological theory. The simplest and most elegant behavioral description
may not be the one that correctly describes the inner processes that cause the
subject’s observable behavior; there is no a priori reason to suppose that our
subject is put together according to the specifications of the simplest and most
elegant theory (whatever your standards of simplicity and elegance might be).

Why should one want to go beyond the instrumentalist position and insist
on psychological reality? There are two related reasons: (1) Psychological
states, namely, the internal states of the psychological subject posited by a psy-
chology, must be regarded as real, as we saw, if we expect the theory to gener-
ate explanations, especially causal explanations, of behavior. And this seems to
be the attitude of working psychologists: It is their common, almost universal,
practice to attribute to their subjects internal states, capacities, functions, and
mechanisms (for example, information processing and storage, reasoning and
inference, mental imagery, preference structures) and to refer to them in for-
mulating what they regard as causal explanations of behavior. Further, (2) it
seems natural to expect—this seems true of most psychologists and cognitive
scientists—to find actual neural-biological mechanisms that underlie the psy-
chological states, capacities, and functions posited by correct psychological
theories. Research in the neural sciences, in particular cognitive neuroscience,
have had impressive successes—and we expect this to continue—in identifying
physiological mechanisms that implement psychological and cognitive capaci-
ties and functions. It is a reflection of our realistic stance toward psychological
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theorizing that we generally expect, and sometimes insist on, physiological
foundations for psychological theories. The requirement that the correct psy-
chology of an organism be a machine description of it,21 not merely a behav-
iorally adequate one, can be seen as an expression of a commitment to realism
about psychological theory.

If the psychology of any organism can be represented as a Turing machine,
it is natural to consider the possibility of using representability by a Turing
machine to explicate, or define, what it is for something to have a psychology.
As we saw, that precisely is what machine functionalism proposes: What it is
for an organism, or system, to have a psychology—that is, what it is for an or-
ganism to have mentality—is for it to realize an appropriate Turing machine. It
is not merely that anything with mentality has an appropriate machine de-
scription; machine functionalism makes the stronger claim that its having a
machine description of an appropriate kind is constitutive of its mentality. This
is a philosophical thesis about the nature of mentality: Mentality, or having a
mind, consists in being a physical computer that realizes a Turing machine of
appropriate complexity and powers. What makes us creatures with mentality,
therefore, is the fact that we are Turing machines. Having a brain is important
to mentality, but the importance of the brain lies exactly in its being a comput-
ing machine. It is our brain’s computational powers, not its biological proper-
ties and functions, that constitute our mentality. In short, our brain is our
mind because it is a computing machine, not because it is composed of the
kind of protein-based biological stuff it is composed of.

MACHINE FUNCTIONALISM: FURTHER ISSUES

Suppose that two systems, S1 and S2, are in the same mental state (at the same
time or different times). What does this mean on the machine-functionalist
conception of a mental kind? A mental kind, as you will remember, is sup-
posed to be an internal state of a Turing machine (of an “appropriate kind”);
so for S1 and S2 to be in the same state, there must be some Turing machine
state q such that S1 is in q and S2 is also in q. But what does this mean?

S1 and S2 are both physical systems, and we know that they could be sys-
tems of very different sorts (recall multiple realizability). As physical systems,
they have physical states (that is, they instantiate certain physical properties);
to say that they are both in machine state q at time t is to say this: There are
physical states Q1 and Q2 such that Q1 realizes q in S1, and Q2 realizes q in S2,
and, at t, S1 is in Q1 and S2 in Q2. Multiple realizability tells us that Q1 and Q2

need not have much in common qua physical states; one could be a biological
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state and the other an electronic one. What binds the two states together is
only the fact that in their respective systems they implement the same internal
machine state. That is to say, the two states play the same computational role in
their respective systems.

But talk of “the same internal machine state q” makes sense only in rela-
tion to a specific machine table. That is to say, internal states of a Turing ma-
chine are identifiable only relative to a particular machine table: In terms of
the layout of machine tables we used earlier, an internal state q is wholly char-
acterized by the vertical column of instructions appearing under it. But these
instructions refer to other internal states, say, qi, qj, and qk, and if you look up
the instructions falling under these, you are likely to find references back to
state q. So these states are inter-defined. What all this means is that the same-
ness or difference of an internal state across different machine tables—that is,
across different Turing machines—has no meaning. It makes no sense to say of
an internal state qi of one Turing machine and a state qk of another Turing
machine that qi is, or is not, the same state as qk; nor does it make sense to say
of a physical state Qi of a physically realized Turing machine that it realizes, or
does not realize, the same internal machine state q as does a physical state Qk

of another physical machine, unless the two physical machines are realizations
of the same Turing machine.

Evidently, then, the machine-functionalist conception of mental kinds has
the following consequence: For any two subjects to be in the same mental
state, they must realize the same Turing machine. But if they realize the same
Turing machine, their total psychology must be identical. That is, on machine
functionalism, two subjects’ total psychology must be identical if they are to
share even a single psychological state—or even to give meaning to the talk of
their being, or not being, in the same psychological state. This sounds absurd:
It does not seem reasonable to require that for two persons to share a mental
state—say, the belief that snow is white—the total set of psychological regu-
larities governing their behavior must be exactly identical. Before we discuss
this issue further, we must attend to another matter, and this is the problem of
how the inputs and outputs of a system are to be specified.

Suppose that two systems, S1 and S2, realize the same Turing machine; that
is, the same Turing machine gives a correct machine description for each. We
know that realization is relative to a particular input-output specification; that
is, we must know what is to count as input conditions and what is to count as
behavior outputs before we can tell whether it realizes a given Turing machine.
Let V1 and V2 be the input-output specifications for S1 and S2, respectively, rel-
ative to which they realize the same Turing machine. Since the same machine
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table is involved, V1 and V2 must be isomorphic: The elements of V1 can be
cor related, one to one, with the elements of V2 in a way that preserves their
roles in the machine table.

But suppose that S1 is a real psychological system, perhaps a human (call
him Larry), whereas S2 is a computer, an electromechanical device (call it
MAX). So the inputs and outputs specified by V2 are the usual inputs and out-
puts appropriate for a computing machine, perhaps strings of symbols entered
on the keyboard or images scanned by a video camera as input and symbols or
images displayed on the monitor or its printout as output. According to ma-
chine functionalism, Larry and MAX have the same psychology. But shouldn’t
this strike us as absurd? One might say: MAX is only a computer simulation of
Larry’s psychology, and in granting MAX the full psychological status that we
grant Larry, machine functionalism is conflating a psychological subject with a
computer simulation of it. No one will confuse the operation of a jet engine or
the spread of rabies in wildlife with their computer simulations. It is di!cult to
believe that this distinction suddenly vanishes when we perform a computer
simulation of the psychology of a person. (We will return to this question be-
low in a section on computationalism and the Chinese room argument.)

One thing that obviously seems wrong about our computer, MAX, as a psy-
chological system when we compare it with Larry is its inputs and outputs: Al-
though its input-output specification is isomorphic to Larry’s, it seems entirely
inappropriate for psychology. It may not be easy to characterize the differences
precisely, but we would not consider inputs and outputs consisting merely of
strings of symbols, or electronic images, as appropriate for something with
true mentality. Grinding out strings of symbols is not like the full-blown be-
havior that we see in Larry. For one thing, MAX’s outputs have nothing to do
with its survival or continued proper functioning, and its inputs do not have
the function of providing MAX with information about its surroundings. As a
result, MAX’s outputs lack what may be called “teleological aptness” as a re-
sponse to its inputs. All this makes it di!cult to think of MAX’s outputs as
constituting real behavior or action, something that is necessary if we are to re-
gard it as a genuine psychological system.

Qua realizations of a Turing machine, MAX and Larry are symmetrically
related. If, however, we see here an asymmetry in point of mentality, it is clear
that the nature of inputs and outputs is an important factor, and our consider-
ations seem to show that for a system realizing a Turing machine to count as a
psychological system, its input-output specification (relative to which it real-
izes the machine) must be psychologically appropriate. Exactly what this ap-
propriateness consists in is an interesting and complex question that requires
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further exploration. In any case, the machine functionalist must confront this
question: Is it possible to give a characterization of this input-output appro -
priateness that is consistent with functionalism—in particular, without using
mentalistic terms or concepts? Recall a similar point we discussed in con -
nection with behaviorism: Not to beg the question, the behavior that the be-
haviorist is allowed to talk about in giving behavioristic definitions of mental
concepts must be “physical behavior,” not intentional action with an explicit or
implicit mental component (such as reading the morning paper, being rude to
a waiter, or going to a music concert). If your project is to get mentality out of
behavior, your notion of behavior must not presuppose mentality.

The same consideration applies to the machine functionalist: Her project
is to define mentality in terms of Turing machines and input-output rela-
tions. The additional tool she can make use of, something not available to the
behaviorist, is the concept of a Turing machine with its “internal” states, but
her input and output are subject to the same constraint—her input-output,
like the behaviorist’s, must be physical input-output. If this is right, it seems
no easy task for the machine functionalist to distinguish, in a principled way,
Larry’s inputs-outputs from MAX’s, and hence genuine psychological systems
from their simulations. We pointed out earlier that Larry’s outputs, given his
inputs, seem teleologically apt, whereas MAX’s do not. They have something
to do with his proper functioning in his environment—coping with the ever-
changing conditions of his surroundings and satisfying his needs and desires.
But can this notion of teleology—purposiveness or goal-directedness—be ex-
plained in a psychologically neutral way, without begging the question? Per-
haps some biological-evolutionary story could be attempted, but it remains
an open question whether such a bioteleological program will succeed. These
considerations give credence to the idea that in order to have genuine mental-
ity, a system must be embedded in a natural environment (ideally including
other systems like it), interacting and coping with it and behaving appropri-
ately in response to the new, and changing, conditions it encounters.

Let us now return to the question of whether machine functionalism is
committed to the consequence that two psychological subjects can share a
psychological state only if they have an identical total psychology. As we saw,
the implication follows from the fact that, on machine functionalism, being in
the same psychological state is being in the same internal machine state and
that the sameness, or difference, of machine states makes sense only in rela-
tion to the same Turing machine, and never across distinct Turing machines.
What is perhaps worse, it also follows that it makes no sense to say that two
psychological subjects are not in the same psychological state unless they have
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an identical total psychology! But this conclusion must be slightly weakened
in consideration of the fact that the input-output specifications of the two
subjects realizing the same Turing machine may be different and that the indi-
viduation of psychologies may have to be made sensitive to input-output
specifications (we return shortly to this point). So let us speak of “isomorphic”
psychologies for psychologies that are instances of the same Turing machine
modulo input-output specification. We then have the following result: On ma-
chine functionalism, for two psychological subjects to share even a single
mental state, their total psychologies must be isomorphic to each other. Recall
Putnam’s complaint against the psychoneural identity theory: This theory
makes it impossible for both humans and octopuses to be in the same pain
state unless they share the same brain state, an unlikely possibility. But we now
see that the table is turned against Putnam’s machine functionalism: For an
octopus and a human to be in the same pain state, they must share an isomor-
phic psychology—an unlikely possibility, to say the least! And for two humans
to share a single mental state, they must have an identical total psychology
(since the same input-output specification presumably must hold for all or
most humans). No analogous consequence follows from the psychoneural
identity theory; in this respect, therefore, machine functionalism seems to fare
worse than the theory it hopes to replace. All this is a consequence of a fact
mentioned earlier, namely, that on functionalism, the individuation of mental
kinds is essentially holistic; that is, what makes a given mental kind the kind it
is depends on its relationships to other mental kinds, where the identities of
these other mental kinds depend similarly on their relationships to still other
mental kinds, and so on.

Things are perhaps not as bleak for machine functionalism, however, as
they might appear, for the following line of response seems available: For both
humans and octopuses to be in pain, it is not necessary that total octopus psy-
chology coincide with, or be isomorphic to, total human psychology. It is only
necessary that there be some Turing machine that is a correct machine descrip-
tion of both and in which pain figures as an internal machine state; it does not
matter if this shared Turing machine falls short of the maximally detailed Tur-
ing machines that describe them (these machines represent their “total psy-
chologies”). So what is necessary is that humans and octopuses share a partial,
or abbreviated, psychology that covers pains (and perhaps also related sensa-
tions). Whether “pain psychology” can be so readily isolated, or abstracted,
from a total psychology is a question worth pondering, especially in the con-
text of the functionalist conception of mentality, but there is another related is-
sue that we should briefly consider.
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Recall the point that all this talk of humans’ and octopuses’ realizing a Tur-
ing machine is relative to an input-output specification. Doesn’t this mean, in
view of our earlier discussion of a real psychological subject and a computer
simulation of one, that the input and output conditions characteristic of hu-
mans when they are in pain must be appropriately similar, if not identical, to
those characteristic of octopuses’ pains, if both humans and octopuses can be
said to be in pain? Consider the output side: Do octopuses wince and groan in
reaction to pain? They perhaps can wince, but they surely cannot groan or
scream and yell “Ouch!” How similar is octopuses’ escape behavior, from the
purely physical point of view, to the escape behavior of, say, middle-aged,
 middle-class American males? Is there an abstract enough nonmental de-
scription of pain behavior that is appropriate for humans and octopuses and
all other pain-capable organisms and systems? If there is not, machine func-
tionalism seems to succumb again to the same di!culty that the functionalist
has charged against the brain-state theory: An octopus and a human cannot
be in the same pain state. Again, the best bet for the functionalist seems to be
to appeal to the “teleological appropriateness” of an octopus’s and a person’s
escape behaviors—that is, the fact that the behaviors are biologically appro-
priate responses to the stimulus conditions in enhancing their chances of sur-
vival and their well-being in their respective environments.

There is a further “appropriateness” issue for Turing machines that we
must raise at this point. You will remember our saying that for a machine
functionalist, a system has mentality just in case it realizes an “appropriately
complex” Turing machine. This proviso is necessary because there are all
sorts of simple Turing machines (recall our sample machines) that clearly do
not su!ce to generate mentality. But how complex is complex enough? What
is complexity anyway, and why does it matter? And what kind of complexity
is “appropriate” for mentality? These are important but di!cult questions,
and machine functionalism, unsurprisingly, has not produced detailed gen-
eral answers to them. What we have, though, is an intriguing proposal, from
Alan Turing himself, of a test to determine whether a computing machine can
“think.” This is the celebrated “Turing test,” and this is the right time to con-
sider Turing’s proposal.

CAN MACHINES THINK? THE TURING TEST

Turing’s innovative proposal is to bypass these general theoretical questions
about appropriateness in favor of a concrete operational test that can evaluate
the performance capabilities of computing machines vis-à-vis average hu-
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mans who, as all sides would agree, are fully mental.22 The idea is that if ma-
chines can do as well as humans on certain cognitive, intellectual tasks, then
they must be judged no less psychological (“intelligent”) than humans. What,
then, are these tasks? Obviously, they must be those that, intuitively, require
intelligence and mentality to perform. Turing describes a game, the “imitation
game,” to test for the presence of these capacities.

The imitation game is played as follows. There are three players: the inter-
rogator, a man, and a woman, with the interrogator segregated from the other
two in another room. The man and woman are known only as “X” and “Y” to
the interrogator, whose object is to identify which is the man and which is the
woman by asking questions via keyboard terminals and monitors. The man’s
object is to mislead the interrogator to make an erroneous identification,
whereas the woman’s job is to help the interrogator. There are no restrictions
on the topics of the questions asked.

Suppose, Turing says, we now replace the man with a computing machine.
The machine is programmed to simulate the part played by the man to fool
the interrogator into making wrong guesses. Will the machine do as well as
the man in fooling the interrogator? Turing’s proposal is that if the machine
does as well as the man, then we must credit it with all the intelligence that
we would normally confer on a human; it must be judged to possess the full
mentality that humans possess.23

The gist of Turing’s idea can be captured in a simpler test: By asking ques-
tions (or just holding a conversation) via keyboard terminals, can we find out
whether we are conversing with a human or a computing machine? (This is
the way the Turing test is now being conducted.) If a computer can consis-
tently fool us so that our success in ascertaining its identity is no better than
what could be achieved by random guesses, we must concede, it seems, that
this machine has the kind of mentality that we grant to humans. There already
are chess-playing computers that would fool most people this way, but only in
playing chess: Average chess players would not be able to tell if they are playing
a human opponent or a computer. But the Turing test covers all possible areas
of human concern: politics and sports, music and poetry, how to fix a leaking
faucet or make a sou$é—no holds are barred.

The Turing test is designed to isolate the questions of intelligence and
mentality from irrelevant considerations, such as the appearance of the ma-
chine (as Turing points out, it does not have to win beauty contests), details of
its composition and structure, whether it speaks and moves about like a hu-
man, and so on. The test is to focus on a broad range of rational, intellectual
capacities and functions. But how good is the test?

Mind as a Computing Machine | 157

9780813344584-text_Layout 1  11/2/10  8:24 AM  Page 157



Some have objected that the test is too tough and too narrow. Too tough
because something does not have to be smart enough to outwit a human to
have mentality or intelligence; in particular, the possession of a language
should not be a prerequisite for mentality (think of mute animals). Human
intelligence itself encompasses a pretty broad range, and there appears to be
no compelling reason to set the minimal threshold of mentality at the level of
performance required by the Turing test. The test is perhaps also too narrow
in that it seems at best to be a test for the presence of humanlike mentality, the
kind of intelligence that characterizes humans. Why couldn’t there be crea-
tures, or machines, that are intelligent and have a psychology but would fail
the Turing test, which, after all, is designed to test whether the computer can
fool a human interrogator into thinking it is a human? Furthermore, it is di!-
cult to see it as a test for the presence of mental states like sensations and per-
ceptions, although it may be a good test of broadly intellectual and cognitive
capacities (reasoning, memory, and so on). To see something as a full psycho-
logical system we must see it in a real-life context, we might argue; we must
see it coping with its environment, receiving sensory information from its
surroundings, and behaving appropriately in response to it.

Various replies can be attempted to counter these criticisms, but can we say
that the Turing test at least provides us with a su!cient condition for mentality,
although, for the reasons just stated, it cannot be considered a necessary condi-
tion? If something passes the test, it is at least as smart as we are, and since we
have intelligence and mentality, it would be only fair to grant it the same status—
or so we might argue. This reasoning seems to presuppose the following thesis:

Turing’s Thesis. If two systems are input-output equivalent, they have
the same psychological status; in particular, one is mental, or intelli-
gent, just in case the other is.

We call it Turing’s Thesis because Turing appears to be committed to it.
Why? Because the Turing test looks only at inputs and outputs: If two comput-
ers produce the same output for the same input, for all possible inputs—that is,
if they are input-output equivalent—their performance on the Turing test will
be exactly identical,24 and one will be judged to have mentality if and only if
the other is. This means that if two Turing machines are correct behavioral de-
scriptions of some system (relative to the same input-output specification),
they are psychological systems to the same degree. In this way the general
philosophical stance implicit in Turing’s Thesis is more behavioristic than
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 machine-functionalist. For machine functionalism is consistent with the de-
nial of Turing’s thesis: It says that input-output equivalence, or behavioral
equivalence, is not su!cient to guarantee the same degree of mentality. What
follows from machine functionalism is only that systems that realize the same
Turing machine—that is, systems for which an identical Turing machine is a
correct machine description—enjoy the same degree of mentality.

It appears, then, that Turing’s Thesis is mistaken: Internal processing
ought to make a difference to mentality. Imagine two machines, each of which
does basic arithmetic operations for integers up to 100. Both give correct an-
swers for any input of the form n + m, n × m, n–m, and n ÷ m for whole num-
bers n and m less than or equal to 100. But one of the machines calculates
(“figures out”) the answer by applying the usual algorithms we use for these
operations, whereas the other has a file in which answers are stored for all
possible problems of addition, multiplication, subtraction, and division for
integers up to 100, and its computation consists in “looking up” the answer
for any problem given to it. The second machine is really more like a filing
system than a computing machine; it does nothing that we would normally
describe as “calculation” or “computation.” Neither machine is nearly complex
enough to be considered for possible mentality; however, the example should
convince us that we need to consider the structure of internal processing, as
well as input-output correlations, in deciding whether a given system has
mentality.25 If this is correct, it shows the inadequacy of a purely behavioral
test, such as the Turing test, as a criterion of mentality.

So Turing’s Thesis seems incorrect: Input-output equivalence does not
 imply equal mentality. But this does not necessarily invalidate the Turing test,
for it may well be that given the inherent richness and complexity of the imita-
tion game, any computing machine that can consistently fool humans—in fact,
any machine that is in the ballpark for the competition—has to be running a
highly sophisticated, unquestionably “intelligent” program, and there is no real
chance that this machine could be operating like a gigantic filing system with a
superfast retrieval mechanism.26 We should note that the computing machines’
performance at actual Turing tests—and these have been restricted tests, on
specific topics—has been truly dismal so far; computers programmed to fool hu-
man judges have not come anywhere near their goal. Turing’s pre diction in 1950
that in fifty years we would see computers passing his test has missed the mark—
by a huge margin. It is also true, though, that designing a “thinking” machine
that will pass the Turing test has not been a priority for artificial- intelligence re-
searchers for the past several decades.
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COMPUTATIONALISM AND THE “CHINESE ROOM” 
Computationalism, or the computational theory of mind, is the view that cog-
nition, human or otherwise, is information processing, and that information
processing is computation over symbolic representations according to syntac-
tic rules, rules that are sensitive only to the shapes of these representations.
This view of mental, or cognitive, processes, which arguably is the reigning re-
search paradigm in many areas of cognitive science, regards the mind as a dig-
ital computer that stores and manipulates symbol sequences according to fixed
rules of transformation. On this view, mental events, states, and processes are
computation events, states, and processes, and there is nothing more to a cog-
nitive process than what is captured in a computer program successfully mod-
eling it. This perspective on minds and mental processes seems to entail—at
least, it encourages—the claim that a computer running a program that mod-
els a human cognitive process is itself engaged in that cognitive process. Thus,
a computer that successfully simulates college students constructing proofs in
sentential logic is itself engaged in the activity of constructing logical proofs.
As we saw earlier, machine functionalism holds that having a mind is being a
physical Turing machine of appropriate complexity. The issue of “appropriate-
ness” aside, it is clear that the route from machine functionalism to computa-
tionalism is pretty straight and short.

This view of computation and mind is what John Searle calls “strong AI,”
which he characterizes as follows:

According to strong AI, the computer is not merely a tool in the study of
the mind; rather, the appropriately programmed computer really is a
mind, in the sense that computers given the right programs can be literally
said to understand and have other cognitive states.27

Before we discuss Searle’s intriguing argument against computationalism,
we might wonder why anyone would conflate a simulation with the real thing
being simulated. Computers are used to simulate many different things: the
performance of a jet engine, the spread of rabies in wildlife, the progress of a
hurricane, and on and on. But no one would confuse a computer simulating a
jet engine with a jet engine, or a computer simulation of a tornado with a tor-
nado. So why would anyone want to say that a computer simulation of a cog-
nitive process is itself a cognitive process? Isn’t this a simple confusion? The
following answer is open to the computationalist: It is because a cognitive
process itself is a computational process. This means that a computer simula-
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tion of a cognitive process is a simulation of a computational process, and ob-
viously a computational simulation of a computational process is to re-create
that computational process. Thus, there is no confusion in the claim that a
computer simulating a cognitive process is itself engaged in that cognitive
process. But this response makes sense only if we have already accepted the
claim that cognitive processes are computational processes—that is, the truth
of computationalism. This is the view of mind that Searle’s Chinese room ar-
gument is expressly designed to refute.

To prepare us for his argument, Searle describes a program developed by
Roger Schank and his colleagues to model our ability to understand stories. It
is part of this ability that we are able to answer questions about details of a
story that are not explicitly stated. Searle gives two examples. In the first story
you are told: “A man goes into a restaurant and orders a hamburger. When it
arrives, it is burned to a crisp, and the man angrily leaves, without paying for
the hamburger.” If you are asked “Did the man eat the hamburger?” you would
presumably say “No.” The second story goes like this: “A man goes into a
restaurant and orders a hamburger. When it arrives, he is very pleased, and
when he leaves, he leaves a big tip for the waiter.” If you are asked “Did the man
eat the hamburger?” you would say “Yes, he did.” Schank’s program is designed
to answer questions like these in appropriate ways when it is given the stories.
To do this, it has in its memory information concerning restaurants and how
people behave in restaurants, ordering dishes, tipping, and so on. For the sake
of the argument, we may assume Schank’s program works  flawlessly—it works
perfectly as a simulation of the human ability to understand stories. The claim
of computationalism would then be that a computer running Schank’s pro-
gram literally understands stories, just as we do.28

To undermine this claim, Searle constructs an ingenious thought-experi-
ment.29 He invites us to imagine a room—the “Chinese room”—in which
some one (say, Searle himself) who understands no Chinese is confined. There
are two piles of Chinese texts in the room, one called “the script” (this corre-
sponds to the background information about restaurants, etc., in Schank’s pro-
gram) and “the story” (corresponding to the story on which understanding is
tested). Searle is provided with a set of rules stated in English (the “rule book,”
which corresponds to Schank’s program) for systematically transforming
strings of symbols, by consulting the script and the story, to yield further sym-
bol strings. These symbol strings are made up of Chinese characters, and the
transformation rules are purely formal, or syntactic, in that their applications
depend solely on the shapes of the symbols involved, not their meanings. So
you can apply these rules without knowing any Chinese (remember: the rules
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are stated in English); all that is required is that you have the ability to recog-
nize Chinese characters by their shapes. Searle becomes very adept at manipu-
lating Chinese expressions in accordance with the rules given to him (we may
suppose that Searle has memorized the whole rule book) so that every time a
string of Chinese characters is sent in, Searle goes to work, consulting the two
piles of Chinese texts in the room, and promptly sends out a string of Chinese
characters. From the perspective of someone outside the room who knows
Chi nese, the input strings are questions in Chinese about the story and the
output strings sent out by Searle are responses to these questions. The input-
output relationships are what we would expect if a Chinese speaker, instead of
Searle, were locked inside the room. And yet Searle does not know any Chinese
and does not understand the story, and there is no understanding of Chinese
going on anywhere inside the room. What goes on is only manipulation of
symbols on the basis of their shapes, or “syntax,” but real understanding in-
volves “semantics,” knowing what these symbols represent, or mean. Although
Searle’s behavior is input-output equivalent to that of a speaker of Chinese,
Searle knows no Chinese and does not understand the story (remember: the
story is in Chinese).

Now, replace Searle with a computer running Searle’s rule book as its pro-
gram. This changes nothing: Both Searle and the computer are syntax-driven
machines manipulating strings of symbols according to their shapes. In gen-
eral, what goes on inside a computer is exactly like what goes on in the Chi-
nese room (with Searle in it): rule-governed manipulations of symbols based
on their syntactic shapes. There is no more understanding of the story in the
computer than there is in the Chinese room. The conclusion to be drawn,
Searle argues, is that mentality is more than rule-governed syntactic manipu-
lation of symbols and that there is no way to generate semantics—what the
symbols mean or represent—from their syntax. This means that understand-
ing and other intelligent mental states and activities cannot arise from mere
syntactic processes. Anyway, that is Searle’s Chinese room argument.

Searle’s argument has elicited a large number of critical responses, and just
what the argument succeeds in showing remains controversial. Although its in-
tuitive appeal and power cannot be denied, we have to be cautious in assessing
its significance. The appeal of Searle’s example may be due, some have argued,
to certain misleading assumptions tacitly made in the way he describes what is
going on in the Chinese room. Searle himself describes, and tries to respond to,
six “replies” to his argument. Some of the objections to Searle raise serious
points, and the reader is urged to examine them and Searle’s responses. These
responses are often ingenious and thought-provoking; however, Searle tends to
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appeal to the intuitions of his readers, and we could do more, it seems, to drive
home his central point, namely the thesis that syntactical manipulations do not
generate meanings, or anything that can be called an understanding of stories.
Consider, then, the following reconstructed argument in behalf of Searle:

(1) Let us begin by asking what exactly is the difference between, on
one hand, Searle/the computer in the Chinese room and, on the other,
a Chinese speaker. (We assume that the program being run is Schank’s
program modeling story understanding.)

(2) To understand the two stories in Chinese about a man ordering a
hamburger in a restaurant, you must know, among other things, that 
“煎牛肉饼” means hamburger.

(3) The Chinese speaker knows this, but neither Searle nor the com-
puter does. That is why the Chinese speaker understands the stories,
but Searle and the computer do not.

(4) No amount of syntactic manipulation of Chinese characters will
enable someone to acquire the knowledge of what “煎牛肉饼” means.

(5) Hence, computationalism is false; neither Searle nor the computer
running Schank’s program understands the stories. 

The central idea is that knowledge of meaning, or semantic knowledge, in-
volves word-to-world (or language-to-world) relationships, whereas syntax
concerns only properties and relations within a language as a symbol system.
To acquire meanings, you must break out of the symbol system into the real
world. Pushing symbols around according to their shapes will not get you in
touch with extralinguistic reality. To know that “煎牛肉饼” means ham-
burger, you have to know what hamburgers are, and you come by this knowl-
edge only through real-life contact with hamburgers (eating a few will help),
or through descriptions in terms of other things you know through your real-
life experience. Syntactic symbol manipulation alone will not yield such
knowledge; only real-world experience will.

To expect syntactic operations to generate knowledge of meaning is like
 trying to learn a new language, say Russian, by memorizing a Russian– Russian
dictionary. Or consider this example: You memorize a Korean- Japanese dic-
tionary, and it may be possible for you to translate any Korean sentence into
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Japanese by following a set of formal rules (stated in English—you can memo-
rize these rules, too, like Searle memorizing the rule book). (Think of the trans-
lation programs available on many websites.) But you do not understand a
word of Korean, or a word of Japanese, though you have become a proficient
translator between the two languages. To understand either language, you have
to know how that language is hooked up with the things in the real world.

So far so good. We have to be cautious, though, about what our argument, if
successful, shows. It only shows that the computer running Schank’s program
(sitting in the basement of some computer-science lab) has no understanding
of the stories in Chinese. It does not show, as Searle thinks the Chinese room
shows, that no computing machine, an electromechanical device running
 programs, can acquire semantic knowledge of the sort displayed in (2) above.
What our argument suggests is that for a computing machine (or anything
else) to acquire this kind of knowledge, it must be placed in the real world, in-
teracting with its environment, acquiring information about its surroundings,
and possibly interacting with other agents like itself. In short, it must be an an-
droid, not necessarily humanlike in appearance, but an agent and cognizer in
real-life situations, like Commander Data in the television series Star Trek: The
Next Generation. (How meanings arise is itself a big question in philosophy of
mind and language; see chapter 8 on mental content.)

Searle, however, is of the opinion that meaning and understanding can arise
only in biological brains,30 a position he calls “biological naturalism.” On this
approach, neural states, those that underlie thoughts, will carry representational
contents. However, it seems clear that there are no relevant differences between
neural processes and computational processes that could tilt the case in favor of
biology over electronics. The fact is that the same neuro biological causal pro-
cesses will go on no matter what these neural states represent about the world
or whether they represent anything at all. That is, neural processes are no more
responsive to meaning and representational content than are electronic compu-
tational processes. Local physical-biological conditions in the brain, not the dis-
tal states of affairs represented by neural states, are what drive neural processes.
If so, isn’t Searle in the same boat as Turing and other  computationalists?

The question, therefore, is not what drives computational processes or
neural processes. In neither do meanings or contents play a causal role; it is
only the syntactic shapes of symbolic representations and the intrinsic
physicochemical properties of the brain states that drive the processes. The
important question is how these representations and neural states acquire
meanings and intentionality in the first place. This is where the contact with
the real world enters the picture: What we can conclude with some confidence
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at this point is that such contact is crucial if a system, whether a human per-
son or a machine, is to gain capacities for speech, understanding, and other
cognitive functions and activities.

FOR FURTHER READING

The classic source of machine functionalism is Hilary Putnam’s “Psychologi-
cal Predicates” (later reprinted as “The Nature of Mental States”). See also his
“Robots: Machines or Artificially Created Life?” and “The Mental Life of
Some Machines”; all three papers are reprinted in his Mind, Language, and
Reality: Philosophical Papers, volume 2. The first of these is widely reprinted
elsewhere, including Philosophy of Mind: Classical and Contemporary Read-
ings, edited by David J. Chalmers, and Philosophy of Mind: A Guide and An-
thology, edited by John Heil. Ned Block’s “What Is Functionalism?” is a clear
and concise introduction to functionalism. Putnam, the founder of function-
alism, later renounced it; see his Representation and Reality, chapters 5 and 6.

For a teleological approach to functionalism, see William G. Lycan, Con-
sciousness, chapter 4. For a general biological-evolutionary perspective on
mentality, Ruth G. Millikan’s Language, Thought, and Other Biological Cate-
gories is an important source.

For issues involving the Turing test and the Chinese room argument, see Alan
M. Turing, “Computing Machinery and Intelligence”; John R. Searle, “Minds,
Brains, and Programs”; and Ned Block, “The Mind as Software in the Brain.”
These articles are reprinted in Heil’s Philosophy of Mind. Also recom mended are
Block, “Psychologism and Behaviorism,” and Daniel C. Dennett, Consciousness
Explained, chapter 14. Entries on “Turing Test” and “Chinese Room Argument”
in the Stanford Encyclopedia of Philosophy are useful resources.

For criticisms of machine functionalism (and functionalism in general),
see Ned Block, “Troubles with Functionalism,” and John R. Searle, The Re -
discovery of the Mind.

NOTES

1. Later given a new title “The Nature of Mental States.”
2. Donald Davidson’s argument for mental anomalism (chapter 7) also

played a part in the decline of reductionism. See Davidson’s “Mental Events.”
3. At least some of them, for it could be argued that certain psychological

states can be had only by materially embodied subjects—for example, feelings
of hunger and thirst, bodily sensations like pain and itch, and sexual desire.
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4. Unless, that is, the very idea of an immaterial mental being turns out to
be incoherent.

5. The terms “realize,” “realization,” and “realizer” are explained explicitly
in a later section. In the meantime, you will not go far astray if you read “P
 realizes M” as “P is a neural substrate, or base, of M.”

6. This principle entails mind-body supervenience, which we character-
ized as minimal physicalism in chapter 1. Further, it arguably entails the the-
sis of ontological physicalism, as stated in that chapter.

7. See Ronald Melzack, The Puzzle of Pain, pp. 15–16.
8. Some have argued that this function-versus-mechanism dichotomy is

pervasive at all levels, not restricted to the mental-physical case; see, for exam-
ple, William G. Lycan, Consciousness.

9. As I take it, something like this is the point of Karl Lashley’s principle of
“equipotentiality”; see his Brain Mechanisms and Intelligence, p. 25.

10. To borrow Ned Block’s question in “What Is Functionalism?” pp. 178–179.
11. As we shall see in connection with machine functionalism, there is an-

other sense of “function,” the mathematical sense, involved in “functionalism.”
12. Strictly speaking, it is more accurate to say that having the capacity to

sense pain is being equipped with a tissue-damage detector, and that pain, as
an occurrence, is the activation of such a detector.

13. The distinction between “real” and “nominal” essence goes back to John
Locke. A full explanation of these notions cannot be provided here. See Locke,
An Essay on Human Understanding, Book III, chapters iii and vi. For helpful dis-
cussion see Nicholas Jolley, Locke: His Philosophical Thought, chapters 4 and 8.

14. When do two mousetraps count as instances of the same realizer and
when do they count as instances of different realizers? What about pains and
their realizers? These are significant questions. For helpful discussion see
Lawrence Shapiro, The Mind Incarnate.

15. See, for example, B. F. Skinner, “Selections from Science and Human
 Behavior.”

16. Machine functionalism in terms of Turing machines developed in sec-
tions below can deal with this problem as well; however, the Ramsey-Lewis
method presented in chapter 6 is more intuitive and perspicacious.

17. A treatment of the mathematical theory of computability in terms of Tur-
ing machines can be found in Martin Davis, Computability and Unsolvability,
and in George S. Boolos, John P. Burgess, and Richard C. Jeffrey, Computability
and Logic.

18. Strictly speaking, this was a proposal, called the Church-Turing Thesis,
rather than a discovery. It turned out that various proposed notions of “effective”
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or “mechanical” calculability, including computability by a Turing machine,
turned out to be mathematically equivalent, defining the same class of functions.
The thesis was the proposal that these notions of effective calculable functions be
taken as equivalent ways of defining “computable” functions. For details see the
entry “Church-Turing Thesis” in the Stanford Encyclopedia of Philosophy.

19. See, for example, Hilary Putnam, “Psychological Predicates.”
20. For a statement and defense of a position of this kind, see Bas Van Fraas -

sen, The Scientific Image.
21. Is there, for any given psychological subject, a unique Turing machine that

is a machine description (relative to a specification of input and output condi-
tions), or can there be (perhaps there always must be) multiple, nontrivially dif-
ferent machine descriptions? Does realism about psychology require that there
be a unique one?

22. Alan M. Turing, “Computing Machinery and Intelligence.”
23. It is probably more reasonable to restrict the claim to cognitive mental-

ity, leaving out things like sensations and emotions.
24. To do well on a real-life Turing test, the computers will need to have a real-

time processing speed, in addition to delivering the “right” output (answers) for
the given input (questions).

25. For an elaboration and discussion of this point, see Ned Block, “Psychol -
ogism and Behaviorism.”

26. Daniel C. Dennett, Consciousness Explained, pp. 435–440.
27. John R. Searle, “Minds, Brains, and Programs,” p. 235 in Philosophy of

Mind: A Guide and Anthology, ed. John Heil.
28. Here we are setting aside an important question discussed earlier, namely

that of psychological reality. Is Schank’s program merely input-output equiva-
lent to human understanding of stories, or does it in some relevant sense mirror
the actual cognitive processes involved in human story understanding?

29. John R. Searle, “Minds, Brains, and Programs.”
30. Or, says Searle, structures (even computers) that have the same causal

powers as brains. My brain, in virtue of its weight, has the causal power of
breaking eggs when dropped on them. But surely having this causal power
cannot be relevant to mentality. So just what causal powers of a brain must a
thing have in order to enjoy a mental life? Obviously, the brain’s powers to
generate and sustain a mental life! As it stands, therefore, Searle’s apparent
concession on the biological basis of mentality isn’t very helpful.
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