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reason to use these rules of inference. Their premises and conclusions 
are semantically related in ways that ensure their conclusions are true 
if their premises are. 

 This is not to deny that there is some element of circularity involved 
in demonstrations of soundness or completeness. We are indeed  using
our argumentative skills—our rules of inference—in carrying out 
these demonstrations. And this means that there is no question of 
using them to  persuade  people who lack these skills that they ought to 
acquire them. Somebody who doesn’t already engage in the relevant 
rules of inference won’t be moved by a demonstration that they are 
good rules of inference. 

 But this doesn’t mean that these demonstrations have no signifi -
cance for those of us who do possess normal argumentative skills. On 
the contrary, they enable us to understand  why  it is good to reason in 
line with our rules of inference. 

 For instance, consider ‘modus ponens’, the rule that licenses moves 
from p and p-‘→’-q to conclusion q. Note that you could  practice  this rule 
without ever having thought  about  it. In particular you might never have 
asked yourself why it is a good thing to go in for. Moreover, once you do 
ask this question, you may not immediately see how to answer it. 

 But attention to the semantic defi nition of ‘→’ allows a genuinely 
informative answer. p-‘→’-q is true as long as either p is false or q is 
true. So the only way p-‘→’-q can be true when p is true is for q to be 
true too. So modus ponens, in taking us from p and p-‘→’-q to q, can 
never take us from truths to a falsehood.  That’s  why it is a good idea to 
conform to this rule.  

     11.4   Predicate Logic   

 Let us go back to an example from the beginning of the last chapter 
(now rewritten a bit more formally):
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  (For all x)(x is Australian → x likes cricket) 
 Mel Gibson is Australian 
 –––––––– 
 Mel Gibson likes cricket   

 As I said, this is a valid argument. But its validity isn’t just a matter of 
truth-functional connectives. It also depends on the way that the 
argument involves  universal quantifi cation —‘(For all x)(. . .)’. 

 Here is another example.

  John is tall 
 John is fat 
 –––––––– 
 (There is an x such that)(x is tall and fat)   

 Here the validity of the argument depends on its use of  existential
quantifi cation —‘(There is an x such that)(. . .)’. 

 Predicate logic is concerned with arguments whose validity depends 
on universal and existential quantifi cation, as well as on the truth-
functional connectives. (We can think of predicate logic as  including
propositional logic but adding some further structure.) 

 Just as with propositional logic, we can analyse logical consequence 
in predicate logic both  syntactically  and  semantically .  

     11.5   Predicate Syntax   

 To get a syntactic account of logical consequence for predicate logic, 
we need to add some extra rules of inference for the quantifi ers to 
those for the truth-functional connectives. In particular, we need 
introduction and elimination rules for both the universal and existen-
tial quantifi er. 

 These are a bit messy to state precisely, so let me just give the 
 general idea. 
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 To understand the elimination rule for universal quantifi cation, 
note that what goes for everything goes for any particular thing. 
A rough version of the rule is thus:

  Given a condition  F  and a name  a , you can move from ‘(For all x)(x is  F )’ 
to ‘ a  is  F  ’.   

 To understand the introduction rule for existential quantifi cation, 
note that what goes for a particular thing goes for something. A rough 
version of the rule is thus:

  Given a condition  F  and a name  a , you can move from ‘ a  is  F  ’ to ‘(  There 
is an x such that)(x is  F  )’.   

 The other two rules are a bit harder to grasp. The introduction rule for 
universal quantifi cation says that:

  If, given some condition  F , you can prove ‘ a  is  F ’ whatever name  a  is used, 
then you can move to ‘(For all x)(x is  F  )’.

(The idea is that a condition must apply to everything if there is a proof 
which can show it applies to any particular thing.)   

 And the elimination rule for existential quantifi cation says that: 

  You can move from ‘(  There is an x such that)(x is  F  )’ to a sentence p, just 
in case p can be proved from ‘a is  F  ’ whatever name  a  is used.

(The idea is that if p follows from an arbitrary object’s satisfying a 
 condition  F , then it must follow from  something  satisfying  F .)   

 Once we have specified a set of rules of inference, we can define 
notions of proof and syntactic consequence for predicate logic 
just as we did for propositional logic. A sentence j is a syntactic 
consequence of a set of sentences K in predicate logic just in case 
there is a proof in predicate logic with premises K and conclusion j. 
In such a case we write K !PRED  j, and we say that j is  provable  from K 
in predicate logic. And if we can prove j from zero premises, we 
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write !PRED  j and say that j is  provable  simpliciter, or that j is a  theorem
of predicate logic.  

     11.6   Predicate Semantics   

 Just as the syntax for predicate logic expands the syntax for 
 propositional logic, so does its semantics expand propositional 
semantics. In the last chapter we saw how the truth values of 
 sentences with truth-functional structure depend on the semantic 
values of their parts. Predicate semantics adds to this propositional 
semantics a further explanation of how the truth values of sen-
tences with  quantifi cational  structure similarly depend on the seman-
tic values of their parts. 

 To achieve this, we suppose that there is some set of objects at issue 
when we say ‘(For all x)( . . . )’ or ‘(There is an x)( . . . )’. This set is called 
‘the domain of discourse’. We then further suppose that all names 
refer to some object in this domain, and that all predicates are associ-
ated with some subset of this domain. 

 We can then say that, given any name  a  and predicate  F , a sentence 
of the form ‘ a  is  F ’ will be true just in case the object named by  a  is a 
member of the set associated with  F . 

 And we can also say that any sentence of the form ‘(For all x)(x is  F )’ 
will be true just in case everything in the domain of discourse is in the 
set associated with  F . 

 Similarly, any sentence of the form ‘(There is an x)(x is  F )’ will be 
true just in case something in the domain of discourse is in the set 
associated with  F . 

 (I am here skating over some technicalities that arise from the fact 
that quantifi ed sentences can involve  complex  conditions constructed 
by applying truth-functional connectives to  predicates , whereas so far 
we have only dealt with the semantic contribution of truth-functional 
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connectives to complex  sentences . But the above is already enough to 
give the general idea of predicate semantics.) 

 Again, once we are armed with a semantics for predicate logic, we 
can defi ne a notion of semantic consequence for predicate logic just as 
we did for propositional logic. A sentence j is a semantic consequence 
of a set of sentences K in predicate logic just in case the semantics for 
predicate logic ensures that j must be true whenever the sentences in 
K are all true. In such cases we write K !PRED  j, and we say that j is a 
semantic  consequence of K in predicate logic. And if the semantics 
ensures that j will be true whatever is the case, then we write !PRED  j, 
and we say that j is a  logical truth  in predicate logic.  

     11.7   Predicate Logic—Soundness 
and Completeness   

 Just as with propositional logic, predicate logic can be shown to be 
both sound and complete. It can be proved that every case of syntactic 
consequence is also a case of semantic consequence—so predicate 
logic is sound—and that every case of semantic consequence is also a 
case of syntactic consequence—so predicate logic is complete. 

 The proof of soundness for predicate logic is straightforward, 
but the proof of completeness for predicate logic takes us beyond 
the bounds of elementary metalogic. It was fi rst proved by Kurt 
Gödel in 1929.  

     11.8   Predicate Logic—Undecidability   

 Even though predicate logic shares the properties of soundness and 
completeness with propositional logic, there is a different respect in 
which it is rather less tractable than propositional logic. Where prop-
ositional logic is ‘ decidable ’, predicate logic is not. 


