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Preface to Volumes I and I1 

A Guide to the Primer 

This text is a primer in the best sense of the word: A book which pres- 
ents the basic elements of a subject. In other respects, I have sought to 
write a different kind of text, breaking with what I regard as an unfor- 
tunate tradition in teaching formal logic. From truth tables through com- 
pleteness, I seek to explain, as opposed to merely presenting my subject - 
matter. Most logic texts (indeed, most texts) put their readers to sleep 
with a formal, dry style. I have aimed for a livelier lecture style, which 
treats students as human beings and not as knowledge receptacles. In a 
text, as in the classroom, students need to be encouraged and to hear 
their difficulties acknowledged. They need variation in pace. They need 
shifts in focus among "I," "we," and "you," just as most of us speak in the 
classroom. From time to time students simply need to rest their brains. 

One fault of logic textbooks especially bothers me: Some authors feel 
so concerned to teach rigor that they end up beating their students over 
the head with it. I have not sacrificed rigor. But I have sought to cultivate 
it rather than rubbing it in. 

Now to the contents of the Primer. Volume I presents sentence logic. 
Volume 11, Part I lays out predicate logic, including identity, functions, 
and definite descriptions; Part I1 introduces metatheory, including math- 
ematical induction, soundness, and completeness. The text includes com- 
pletely independent presentations of Fitch-style natural deduction and 



the tree method as developed by Richard Jeffrey. I have presented the 
material with a great deal of modularity. 

I have presented the text in two volumes to maximize flexibility of use 
in a variety of courses. Many introductory courses cover a mix of informal 
and formal logic. Too often I have heard instructors express dissatisfac- 
tion with what they find available for the formal portion of such a course. 
Volume I provides a new option. Using it in tandem with any of the many 
available inexpensive'informal texts, instructors can combine the best of 
both subjects. Volume I will present a serious-minded introduction to for- 
mal logic, which at the same time should prove accessible and encourag- 
ing to those students who will never again take another logic course. The 
relatively small numbers who continue to a second course, devoted exclu- 
sively to formal logic, need only purchase Volume I1 to build on the foun- 
dation already laid. 

The Primer incorporates a number of unusual features. Chapters 1, 3, 
and 4 emphasize the concept of a truth function. Though the idea is sim- 
ple once you get it, many students need several passes. The optional sec- 
tion 3 4 ,  on disjunctive normal form and the Scheffer stroke, serves the 
didactic function of providing yet more drill on truth functionality. 

Following Richard Jeffrey, I have thoroughly presented '&', 'v', and '-' 
before treating '3' and I = ' .  '&', 'v', and '-' are much less controversial 
correlates of their English counterparts than is '3'. Using '&', 'v' and '-' 
as a vehide for introducing the idea of a truth function, I can deal hon- 
estly with the difficulties of giving a truth functional formulation of con- 
ditionals. In turn, this honest examination provides further drill with the 
concept of a truth function. 

Sentences in English and logic often do not correspond very accurately. 
Consequently, I speak of transcription, not translation between logic and 
English. I treat sentence logic transcription quite briefly in chapter 1 of 
Volume I and further in the short, optional chapter 2. Predicate logic 
transcription gets a minimal introduction in chapter 1 of Volume I1 and 
then comes in for a thorough workout in chapter 4, also optional. There 
I deal with the subject matter of domains and the traditional square of 
opposition by using the much more general method of restricted quanti- 
fier subscripts and their elimination. This technique provides an all-pur- 
pose tool for untangling complicated transcription problems. Chapter 4 
of Volume I1 also examines quantificational ambiguity in English, which 
most logic texts strangely ignore. 

Training in metatheory begins in Volume I, chapter 1. But the training 
is largely im-plicit: I use elementary ideas, such as metavariables, and then 
call attention to them as use makes their point apparent. After thorough 
preparation throughout the text, chapter 10 of Volume I1 brings together 
the fundamental ideas of metatheory. 

Standard treatments of sentence logic present sentence logic semantics, 
in the form of truth tables, before sentence logic derivation rules. Only in 
this way do students find the rules clearly intelligible, as opposed to 
poorly understood cookbook recipes. Often texts do not follow this heu- 
ristic for predicate logic, or they do so only half-heartedly. Presumedly, 
authors fear that the concept of an interpretation is too difficult. How- 
ever, one can transparently define interpretations if one makes the sim- 
plifying assumption of including a name for each object in an interpreta- 
tion's domain, in effect adopting a substitutional interpretation of the 
quantifiers. I further smooth the way by stressing the analogy of form 
and function between interpretations and truth value assignments in sen- 
tence logic. 

This approach is ample for fixing basic ideas of semantics and for mak- 
ing predicate logic rules intelligible. After introducing predicate logic syn- 
tax in Volume 11, chapter 1, and semantics in chapters 2 and 3, tree rules 
are almost trivial to teach; and derivation rules, because they can be better 
motivated, come more easily. I have clearly noted the limitation in my 
definition of an interpretation, and I have set students thinking, in an 
exercise, why one may well not want to settle for a substitutional interpre- 
tation. Finally, with the ground prepared by the limited but intuitive def- 
initions of chapters 2 and 3 of Volume 11, students have a relatively easy 
time with the full characterization of an interpretation in chapter 15. 

No one has an easy time learning-r teaching-natural deduction 
quantifier rules. I have worked hard to motivate them in the context of 
informal argument. I have made some minor modifications in detail of 
formulation, modifications which I believe make the rules a little easier to 
grasp and understand. For existential eliminatiod, I employ the superfi- 
cially restrictive requirement that the instantiating name be restricted to 
the sub-derivation. I explain how this restriction works to impose the 
more complex and traditional restrictions, and I set this up in the presen- 
tation so that instructors can use the more traditional restrictions if they 
prefer. 

For the proof of completeness of the natural deduction system I have 
fashioned my own semantic tableau proof. I believe that on its own it is 
at least as accessible as the Henkin and other more familiar proofs. In 
addition, if you do tree completeness first, you can explain the natural 
deduction completeness proof literally in a few minutes. 

I have been especially careful not to dive into unexplained proofs of 
soundness and completeness. Instructors will find, in separate sections, 
informal and intuitive explanations of the sentence logic proofs, unen- 
cumbered with formal details, giving an understanding of how the proofs 
work. These sections require only the first short section of the induction 
chapter. Instructors teaching metatheory at a more elementary level may 



want to conclude with some of these sections. Those ready for the tonic 
of rigor will find much to satisfy them in the succeeding sections. 

In some chapters I have worked as hard on the exercises as on the text. 
I have graded the skill problems, beginning with easy comprehension 
checkers, through skill builders, to some problems which will test real skiU 
mastery. I think few will not find enough problems. 

Exerdses should exercise understanding as well as skills. Any decent 
mathematics text puts problems to this task, as well as uses them to pres- 
ent a u x i h y  material. Too few logic texts fall in this tradition. I hope that 
students and instructors will enjoy my efforts in some of the exercises to 
introduce auxiliary material, to lay foundations for succeeding material, 
to engage creative understanding, and to join in the activity of conceptual 
exploration. 

For teaching plans the key word is "modularity." Those using just Vol- 
ume 1 in an informdformal course may teach chapters 1, 2 (optional), 3, 
and 4 to introduce sentence logic. Then, as taste and time permit, you 
may do natural deduction (chapters 5, 6, and 7) or trees (chapters 8 and 
9), or both, in either order. 

Volumes I and I1 together provide great flexibility in a first symbolic 
logic course. Given your introduction of sentence logic with chapters 1, 3, 
and 4 of Volume I and grounding of predicate logic with chapters 1, 2, 
and 3 of Volume I1 you can do almost anything you want. I have made 
treatment of derivations and trees completely independent. You can run 
through the one from sentence to predicate logic, and then go back and 
do the other. Or you can treat both natural deduction and trees for sen- 
tence logic before continuing to predicate logic. You can spend up to two 
weeks on transcription in chapter 2 of Volume I and chapter 4 of Volume 
11, or you can rely on the minimal discussion of transcription in the first 

- chapters of Volumes I and I1 and omit chapter 2 of Volume I and chap 
ter 4 of Volume I1 altogether. 

If you do both trees and natural deduction, the order is up to you. 
Trees further familiarize students with semantics, which helps in explain- 
ing natural deduction rules. On the other hand, I have found that after 
teaching natural deduction I can introduce trees almost trivially and still 
get their benefit for doing semantics and metatheory. 

Your only limitation is time. Teaching at an urban commuter univer- 
sity, in one quarter I cover natural deduction (Volume I, chapters 1, 2,3, 
4, 5, 6, 7; Volume 11, chapters 1, 2, 3, 5, and perhaps 6), or trees and 
sentence logic natural deduction (Volume I, chapters 1, 2, 3, 4, 8, 9; Vol- 
ume 11, chapters I, 2, 3, 7, 8; Volume I, chapters 5, 6, and 7). A semester 
sbould suffice for all of Volume I and Volume I1 through chapter 8, and 
perhaps 9. Again, you may want to follow the chapter sequencing, or you 
may want to do natural deduction first, all the way through predicate 
logic, or trees first. 

If you do just natural deduction or just trees you have more time for 
identity, functions, definite descriptions, and metatheory. Chapter I0 of 
Volume 11, basic metatheoretical concepts, can provide a very satisfying 
conclusion to a first course. A two quarter sequence may suffice for all of 
the metatheory chapters, especially if you do not do both natural deduc- 
tion and trees thoroughly. To this end the metatheory chapters cover 
soundness and completeness for both natural deduction and trees inde- 
pendently. Or, you may choose to end with the sections presenting the 
informal explanations of induction and the soundness and completeness 
proofs. The text will provide a leisurely full year course or a faster paced 
full year course if you supplement it a bit at the end of the year. 

I want to mention several features of my usage. I use single quotes to 
form names of expressions. I depart from logically correct use of quota- 
tion marks in one respect. In stating generalizations about arguments I 
need a formulation which makes explicit use of metavariables for premise 
and conclusion. But before chapter 10 of Volume 11, where I make the 
metalanguagdobject language distinction explicit, I do not want to intro- 
duce a special argument forming operator because I want to be sure that 
students do not mistake such an operator for a new symbol in the object 
language. Consequently I use the English word 'therefore'. I found, how- 
ever, that the resulting expressions were not well enough set off from 
their context. For clarity I have used double quotes when, for example, I 
discuss what one means by saying that an argument, "X Therefore Y." is 
valid. 

Throughout I have worked to avoid sexist usage. This proves difficult 
with anaphoric reference to quantified variables, where English grammar 
calls for constructions such as 'If someone is from Chicago he likes big 
cities.' and ' Anyone who loves Eve loves himself.' My solution is to em- 
brace grammatical reform and use a plural pronoun: 'If someone is from 
Chicago they like big cities.' and 'Anyone who loves Eve loves themself.' I 
know. It grates. But the offense to grammar is less than the offense to 
social attitudes. As this reform takes hold it will sound right to all of us. 

I thank the many friends and family who have actively supported this 
project, and who have born with me patiently when the toil has made me 
'hard to live with. I do not regard the project as finished. Far from it. I 
hope that you-instructors and students-will write me. Let me know 
where I am still unclear. Give me your suggestions for further clarifica- 
tion, for alternative ways to explain, and for a richer slate of problems. 
Hearing your advice on how to make this a better text will be the best 
sign that I have part way succeeded. 

Paul Teller 
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Basic Ideas and Tools - I. 

1-1. LOGIC AS THE SCIENCE OF ARGUMENT 

Adam is happy, or so I tell you. If you don't believe me, I try to convince 
you with an argument: Adam just got an 'A' on his logic exam. Anyone 
who gets an 'A' on an exam is happy. So Adam is happy. A logician would 
represent such an argument in this way: 

a) Adam just got an 'A' on his logic exam. 
premise 

b) Anyone who gets an 'A' on an exam is happy. 

Conclusion c) Adam is happy. 

We ordinarily think of an argument as an attempt to convince someone 
of a conclusion by ouering what a logician calls premises, that is, reasons 
for believing the condusion. But in order to study arguments very gen- 
erally, we will characterize them by saying: 

An Argumcnt is a mlleaion of  declarative sentences one of  which is called 
the condusion and the rest of which are called the premises. 

An argument may have just one premise, or it may have many. 
By declarative sentences, I mean those, such as 'Adam is happy.' or 
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'Grass is green.', which we use to make statements. Declarative sentences 
contrast with questions, commands, and exclamations, such as 'Is Adam 
happy?', 'Cheer up, Adam!' and 'Boy, is Adam happy!' Throughout this 
text I will deal only with declarative sentences; though if you continue 
your study of logic you will encounter such interesting topics as the logic 
of questions and the logic of commands. 

For an argument to have any interest, not just any premises and conclu- 
sion will do. In any argument worth its name, we must have some con- 
nection or relation between the premises and conclusion, which you can 
think of intuitively in this way: 

Ordinarily, the premises of an argument are supposed to support, or give 
us reasons, for believing the conclusion. 

A good way of thinking about logic, when you are beginning to learn, 
is to say that logic is the study of this reason-giving connection. I like to 
say, more generally, that logic is the science of arguments. Logic sets out 
the important properties of arguments, especially the ways in which ar- 
guments can be good or bad. Along the way, logicians also study many 
things that are not themselves arguments or properties of arguments. 
These are things which we need to understand in order to understand 
arguments clearly or things which the study of arguments suggests as re- 
lated interesting questions. 

In order to see our subject matter more clearly, we need to distinguish 
between inductive and deductive arguments. Argument (1) is an example 
of a deductive argument. Compare (1) with the following: 

(2) a) Adam has smiled a lot today. 
b) Adam has not frowned at all today. 
c) Adam has said many nice things to people 

today, and no unfriendly things. 

d) Adam is happy today. 

The difference between arguments (1) and (2) is this: In (I), without 
fail, if the premises are true, the conclusion will also be true. I mean this 
in the following sense: It is not possible for the premises to be true and 
the condusion false. Of course, the premises may well be false. (I, for one, 
would suspect premise (b) of argument (I).) But in any possible situation 
in which the premises are true, the conclusion will also be true. 

In  argument (2) the premises relate to the conclusion in a different 
way. If you believe the second argument's premises, you should take 
yourself to have at least some fairly good reasons for believing that the 
conclusion is true also. But, of course, the premises of (2) could be true 

and the conclusion nonetheless false. For example, the premises do not 
rule out the possibility that Adam is merely pretending to be happy. 

Logicians mark this distinction with the following terminology: 

Valid Dedutiue Argument: An argument in which, without fail, if the prem- 
ises are true, the conclusion will also be true. 

Good Zndutiue Argument: An argument in which the premises provide good 
reasons for believing the conclusion. In an inductive argument, the premises 
make the conclusion likely, but the conclusion might be false even if the 
premises are true. 

What do we mean by calling an argument 'deductive' or 'inductive', 
without the qualifiers 'valid' or 'good'? Don't let anyone tell you that these 
terms have rigorous definitions. Rather, 

We tend to call an argument 'Dedutiue' when we claim, or suggest, or just 
hope that it is deductively valid. And we tend to call an argument 'Zndutiue' 
when we want to acknowledge that it is not deductively valid but want its 
premises to aspire to making the conclusion likely. 

In everyday life we don't use deductively valid arguments too often. 
Outside of certain technical studies, we intend most of our arguments as 
inductively good. In simple cases you understand inductive arguments 
clearly enough. But they can be a bear to evaluate. Even in the simple 
case of argument (2), if someone suggests that Adam is just faking hap- 
piness, your confidence in the argument may waver. How do you decide 
whether or not he is faking? The problem can become very difficult. In 
fact, there exists a great deal of practical wisdom about how to evaluate 
inductive arguments, but no one has been able to formulate an exact the- 
ory which tells us exactly when an inductive argument is really good. 

In this respect, logicians understand deduction much better. Even in an 
introductory formal logic course, you can learn the rules which establish 
the deductive validity of a very wide and interesting class of arguments. 
And you can understand very precisely what this validity consists in and 
why the rules establish validity. To my mind, these faas provide the best 
reason for studying deductive logic: It is an interesting theory of a subject 
matter about which you can, in a few months, learn a great deal. Thus 
you will have the experience of finding out what it is like to understand a 
subject matter by learning a technical theory about that subject matter. 

Studying formal logic also has other, more practical, attractions. Much 
of what you learn in this book will have direct application in mathematics, 
computer science, and philosophy. More generally, studying deductive 
logic can be an aid in clear thinking. The point is that, in order to make 
the nature of deductive validity very precise, we must l eaq  a way of mak- 



ing certain aspects of the content of sentences very precise. For this rea- 
son, learning deductive logic can pay big dividends in improving your 
clarity generally in arguing, speaking, writing, and thinking. 

EXERCISES 

1-1. Explain in your own words what an argument is. Give an ex- 
ample of your own of an inductive argument and of a deductive 
argument. Explain why your example of an inductive argument is 
an inductive argument and why your example of a deductive argu- 
ment is a deductive argument. 

1-2. SENTENCES AND CONNECTIVES 

I have said that arguments are composed of declarative sentences. Some 
logicians prefer to say that arguments are composed of the things we say 
with sentences, that is, statements or propositions. Sentences can be prob- 
lematic in logic because sentences are often ambiguous. Consider this sen- 
tence: 

(3) I took my brother's picture yesterday. 

I could use this sentence to mean that yesterday I made a photograph of 
my brother. Or I could use the sentence to mean that I stole a picture 
that belonged to my brother. Actually, this sentence can be used to say a 
rather amazingly large number of different things. 

Ambiguous sentences can make a problem for logic because they can 
be true in one way of understanding them and false in another. Because 
logic has to do with the truth and falsity of premises and conclusions in 
arguments, if it is not clear whether the component sentences are true or 
false, we can get into some awful messes. This is why some logicians pre- 
fer to talk about statements or propositions which can mean only one 
thing. In  a beginning course, I prefer to talk about sentences just because 
they are more familiar than statements and propositions. (What are state- 
ments and propositions supposed to be, anyway?) We can deal with the 
problem of ambiguity of sentences by insisting that we use only unambig- 
uous sentences, or that we specify the meaning which a possibly ambigu- 
ous sentence will have in an argument and then stick to that meaning. 

Actually, in most of our work we will be concerned with certain facts 
about the logical form of sentences and we won't need to know exactly 

what the sentences mean in detail. All we will need in order to avoid 
problems about ambiguity is that a given sentence be either true or false 
(altheugh we usually won't know which it is) and that the sentence should 
not change from true to false or from false to true in the middle of a 
discussion. As you will see very soon, the way we will write sentences will 
make it extremely easy to stick to these requirements. 

In fact, by restricting our attention to sentences which are either true 
or false, we have further clarified and extended our restriction to decla- 
rative sentences. Questions ('Is Adam happy?'), commands ('Cheer up, 
Adaml'), and exclamations ('Boy, is Adam happy!') are not true or false. 
Neither, perhaps, are some declarative sentences. Many people don't 
think "The woman who landed on the moon in 1969 was blond." is either 
true or false because no woman landed on the moon in 1969. In any case, 
we shall study only sentences which are definitely one or the other, true 
or false. 

We will initially study a very simple kind of logic called S e n h u e  Logic. 
(Logicians who work with propositions instead of sentences call it Propo- 
sitional Logic.) The first fact on which you need to focus is that we won't 
be concerned with all the details of the structure of a sentence. Consider, 
for example, the sentence 'Adam loves Eve.' In sentence logic we won't 
be concerned with the fact that this sentence has a subject and a predicate, 
that it uses two proper names, and so on. 

Indeed, the only fact about this sentence which is relevant to sentence 
logic is whether it happens to be true or false. So let's ignore all the struc- 
ture of the sentence and symbolize it in the simplest way possible, say, by 
using the letter 'A'. (I put quotes around letters and sentences when I talk 

about them as opposed to using them. If this use of quotes seems strange, 
don't worry about it-you will easily get used to it.) In other words, for 
the moment, we will let the letter 'A' stand for the sentence 'Adam loves 
Eve.' When we do another example we will be free to use 'A' to stand for 
a different English sentence. But as long as we are dealing with the same 
example, we will use 'A' to stand for the same sentence. 

Similarly, we can let other capital letters stand for other sentences. Here 
is a transcription guide that we might use: 

Transcription Guide 

A: Adam loves Eve. 
B: Adam is blond. 
C: Eve is clever. 

'A' is standing for 'Adam loves Eve.', 'B' is standing for 'Adam is blond.', 
and 'C' is standing for 'Eve is clever.' In general, we will use capital letters 
to stand for any sentences we want to consider where we have no interest 
in the internal structure of the sentence. We call capital letters used in 
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this way Atomic Sentences, or Sentence Letters. The word 'atomic' is sup- 
posed to remind you that, from the point of view of sentence logic, these 
are the smallest pieces we need to consider. We will always take a sentence 
letter (and in general any of our sentences) to be true or false (but not 
both true and false!) and not to change from true to false or from false 
to true in the middle of a discussion. 

Starting with atomic sentences, sentence logic builds up more compli- 
cated sentences, or Compound Sentences. For example, we might want to 
say that Adam does not love Eve. We say this with the Negation of 'A', also 
called the Denial of 'A'. We could write this as 'not A'. Instead of 'not', 
though, we will just use the negation sign, '-'. That is, the negation of 'A' 
will be written as '-A', and will mean 'not A', that is, that 'A' is not true. 
The negation sign is an example of a Connective, that is, a symbol we use 
to build longer sentences from shorter parts. 

We can also use the atomic sentences in our transcription guide to build 
up a compound sentence which says that Adam loves Eve and Adam is 
blond. We say this with the Conjunction of the sentence 'A' and the sen- 
tence 'B', which we write as 'A&B'. 'A' and 'B' are called Conjuncts or 
Components of 'A&B', and the connective '&' is called the Sign of Conjunc- 
tion. 

Finally, we can build a compound sentence from the sentence 'A' and 
the sentence 'B' which means that either Adam loves Eve or Adam is 
blond. We say this with the Disjunction of the sentence 'A' and the sen- 
tence 'B', which we write as 'AvB'. 'A' and 'B' are called Disjuncts or Com- 
ponents of 'AvB', and the connective 'v' is called the Sign of Disjunction. 

You might wonder why logicians use a 'v' to mean 'or'. There is an 
interesting historical reason for this which is connected with saying more 
exactly what t' is supposed to mean. When I say, 'Adam loves Eve or 
Adam is blond.', I might actually mean two quite different things. I might 
mean that Adam loves Eve, or Adam is blond, but not both. Or I might 
mean that Adam loves Eve, or Adam is blond, or possibly both. 

If you don't believe that English sentences with 'or' in them can be 
understood in these two very different ways, consider the following ex- 
amples. If a parent says to a greedy child, 'You can have some candy or 
you can have some cookies,' the parent clearly means some of one, some 
of the other, but not both. When the same parent says to an adult dinner 
guest, 'We have plenty, would you like some more meat or some more 
potatoes?' clearly he or she means to be offering some of either or both. 

Again, we have a problem with ambiguity. We had better make up our 
minds how we are going to understand 'or', or we will get into trouble. In 
principle, we could make either choice, but traditionally logicians have 
always opted for the second, in which 'or' is understood to mean that the 
first sentence is true, or the second sentence is true, or possibly both sen- 
tences are true. This is called the Inclusive Sense of 'or'. Latin, unlike En- 
glish, was not ambiguous in this respect. In Latin, the word 'vel' very 

specifically meant the first or the second or possibly both. This is why 
logicians symbolize 'or' with 'v'. It is short for the Latin 'vel,' which means 
inclusive or. So when we write the disjunction 'AvB', we understand this 
to mean that 'A' is true, 'B' is true, or both are true. 

To summarize this section: 

Sentence logic symbolizes its shortest unambiguous sentences'with Atomic 
Sentences, also called Sentence LRttms, which are written with capital letters: 
'A', 'B', 'C' and so on. We can use Connectives to build Compound Sentences out 
of shorter sentences. In this section we have met the connectives '-' (the 
Negafion Sign), '&' (the Sign of Conjunction), and 'v' (the Sign of Dyunctiun). 

EXERCISES 

1-2. Transcribe the following sentences into sentence logic, using 'G' 
to transcribe 'Pudding is good.' and 'F' to transcribe 'Pudding is fat- 
tening.' 

a) Pudding is good and pudding is fattening. 

b) Pudding is both good and fattening. 
c) Pudding is either good or not fattening. 
d) Pudding is not good and not fattening. 

You may well have a problem with the following transcriptions, 
because to do some of them right you need to know something I 
haven't told you yet. But please take a try before continuing. Trying 
for a few minutes will help you to understand the discussion of the 
problem and its solution in the next section. And perhaps you will 
figure out a way of solving the problem yourself! 

e) Pudding is not both good and fattening. 

f )  Pudding is both not good and not fattening. 

g) Pudding is not either good or fattening. 
h) Pudding is either not good or not fattening. 
i) Pudding is neither good nor fattening. 

1-3. TRUTH TABLES AND THE MEANING OF I-', '&I, AND 'v' 

We have said that '-A' means not A, 'A&B1 means A and B, and 'AvB' 
means A or B in the inclusive sense. This should give you a pretty good 
idea of what the connectives '-', '&', and 'v' mean. But logicians need to 



be as exact as possible. So we need to specify how we should understand 
the connectives even more exactly. Moreover, the method which we will 
use to do this will prove very useful for all sorts of other things. 

To get the idea, we start with the very easy case of the negation sign, 
I - ' .  The sentence 'A' is either true or it is false. If 'A' is true, then '-A' is 
false. If 'A' is false, then '-A' is true. And that is everything you need to 
know about the meaning of I - ' .  We can say this more concisely with a 
table, called a Truth Table: 

Truth table case 1 
definition of '-' 

case 2 

The column under 'A' lists all the possible cases involving the truth and 
falsity of 'A'. We do this by describing the cases in terms of what we call 
Truth Valzces. The case in which A is true is described by saying that A has 
the truth value t. The case in which A is false is described by saying that 
A has the truth value f. Because A can only be true or false, we have only 
these two cases. We explain how to understand '-' by saying what the 
truth value of '-A' is in each case. In case 1, '-A' has the truth value f; 
that is, it is false. In case 2, '-A' has the truth value t; that is, it is true. 
Although what we have done seems trivial in this simple case, you will see 
very soon that truth tables are extremely useful. 

Let us see how to use truth tables to explain '&'. A conjunction has two 
atomic sentences, so we have four cases to consider: 

case 1 
case 2 

case 4 

When 'A' is true, 'B' can be true or false. When 'A' is false, again 'B' can 
be true or  false. The above truth table gives all possible combinations of 
truth values which 'A' and 'B' can have together. 

We now specify how '&' should be understood by specifying the truth 
value for each case for the compound 'A&B': 

In other words, 'A&B' is true when the conjuncts 'A' and 'B' are both 
true. 'A&B' is false in all other cases, that is, when one or both of the 
conjuncts are false. 

A word about the order in which I have listed the cases. If you are 
curious, you might try to guess the recipe I used to order the cases. (If 
you try, also look at the more complicated example in section 1-5.) But I 
won't pause to explain, because all that is important about the order is 
that we don't leave any cases out and all of us list them in the same order, 
so that we can easily compare answers. So just list the cases as I do. 

We follow the same method in specifying how to understand V. The 
disjunction 'AvB' is true when either or both of the disjuncts 'A' and 'B' 
are true. 'AvB' is false only when 'A' and 'B' are both false: 

case 1 t 
Truth tab'e case 2 t 
definition 
of "3' 

case 3 f 

case 4 f 

case 1 
Truth table case 

of 'v' 
case 4 

definition case 

We have defined the connectives '-', '&', and t' using truth tables for 
the special case of sentence letters 'A' and 'B'. But obviously nothing will 
change if we use some other pair of sentences, such as 'H' and 'D'. 

This section has focused on the truth table definitions of '-', '&' and 
'v'. But along the way I have introduced two auxiliary notions about which 
you need to be very clear. First, by a Truth Value Assignment of Truth Values 
to Sentence h t t m s ,  I mean, roughly, a line of a truth table, and a Truth 
Table is a list of all the possible truth values assignments for the sentence 
letters in a sentence: 

t 
f 
t 
f 

An Assignmeni of Truth Values to a collection of atomic sentence letters is a 
specification, for each of the sentence letters, whether the letter is (for this 
assignment) to be taken as true or as false. The word Cuse will also be used 
for 'assignment of truth values'. 

t 
f 
f 
f 

A Truth Tabb for a Sentence is a specification of all possible truth values as- 
signments to the sentence letters which occur in the sentence, and a sped-  
cation of the truth value of the sentence for each of these assignments. 

1-4. TRUTH FUNCTIONS 

I want to point out one more thing about the way we have defined the 
connectives '-', '&', and 'v'. Let us start with '-'. What do you have to 
know in order to determine whether '-A' is true or false? You don't have 
to know what sentence 'A' actually stands for. You don't have to know 
whether 'A' is supposed to mean that Adam loves Eve, or that pudding is 
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fattening, or anything like that. To know whether '-A' is true or false, all 
you have to know is whether 'A' itself is true or false. This is because if 
you know the truth value of 'A', you can get the truth value of '-A' by 
just looking it up in the truth table definition of '-'. 

The same thing goes for '&' and 'v'. To know whether 'A&B' is true or 
false, you don't have to know exactly what sentences 'A' and 'B' are sup- 
posed to be. All you need to know is the truth value of 'A' and the truth 
value of 'B'. This is because, with these truth values, you can look up the 
truth value of 'A&B' with the truth table definition of '&'. Likewise, with 
truth values for 'A' and for 'B', you can look up the truth value for 'AvB'. 

Logicians have a special word for these simple facts about '-', '&' and 
'v'. We say that these connectives are Truth Functional. In other words (to 
use '&' as an example), the truth value of the compound sentence 'A&B' 
is a function of the truth values of the components 'A' and 'B'. In other 
words, if you put in truth values for 'A' and for 'B' as input, the truth 
table definition of '&' gives you, as an output, the truth value for the 
compound 'A&B'. In this way 'A&B' is a function in the same kind of way 
that 'x + y' is a numerical function. If you put in specific numbers for 'x' 
and 'y', say, 5 and 7, you get a definite value for 'x + y', namely, 12. 

'A&B' is just like that, except instead of number values 1, 2, 3, . . . 
which can be assigned to 'x' and to 'y', we have just two truth values, t and 
f, which can be assigned to 'A' and to 'B'. And instead of addition, we 
have some other way of combining the assigned values, a way which we 
gave in the truth table definition of '&'. Suppose, for example, that I give 
you the truth values t for 'A' and f for 'B'. What, then, is the resulting 
truth value far 'A&B'? Refemng to the truth table definition of 'A&B', 
you can read off the truth value f for 'A&B'. The truth tables for '-' and 
for 'v' give other ways of combining truth values of components to get 
truth values for the compound. That is,'-' and 'v' are different truth 
functions. 

Let's pull together these ideas about truth functions: 

A Truth Function is a rule which, when you give it input truth values, gives 
you a definite output truth value. A Truth Functional Connective is a connec- 
tive defined by a truth function. A Tmth FunclioMl Compound is a compound 
sentence forked with truth functional connectives. 

- 

EXERCISES 

1-3. Try to explain what it would be for a declarative compound 
sentence in English not to be truth functional. Give an example of a 
declarative compound sentence in English that is not truth func- 
tional. (There are lots of them! You may find this exercise hard. 
Please try it, but don't get alarmed if you have trouble.) 

1-5. COMPOUNDING COMPOUND SENTENCES 

We have seen how to apply the connectives '-', '&', and 'v' to atomic 
sentences such as 'A' and 'B' to get compound sentences such as '-A', 
'A&B', and 'AvB'. But could we now do this over again? That is, could we 
apply the connectives not just to atomic sentences 'A', 'B', 'C', etc., but also 
to the compound sentences '-A', 'A&B', and 'AvB'? Yes, of course. For 
example, we can form the conjunction of '-A' with 'B', giving us '-A&B'. 
Using our current transcription guide, this transcribes into 'Adam does 
not love Eve and Adam is blond.' 

As another example, we could start with the conjunction 'A&B' and 
take this sentence's negation. But now we have a problem. (This is the 
problem you encountered in trying to work exercise 1-2, e-i.) If we try 
to write the negation of 'A&B' by putting a '-' in front of 'A&B', we get 
the sentence we had before. But the two sentences should not be the 
same! This might be a little confusing at first. Here is the problem: We 
are considering two ways of building up a complex sentence from shorter 
parts, resulting in two different complex sentences. In the first way, we 
take the negation of 'A', that is, '-A', and conjoin this with 'B'. In the 
second way, we &st conjoin 'A' and 'B' and then negate the whole. In 
English, the sentence 'It is not the case both that Adam loves Eve and 
Adam is blond.' is very different from the sentence 'Adam does not love 
Eve, and Adam is blond.' (Can you prove this by giving circumstances in 
which one of these compound sentences is true and the other one is 
false?) 

In order to solve this problem, we need some device in logic which does 
the work that 'both' does in English. (If you are not sure you yet under- 
stand what the problem is, read the solution I am about to give and then 
reread the last paragraph.) What we need to do is to make clear the order 
in which the connectives are applied. It makes a difference whether we 
&st make a negation and then form a conjunction, or whether we first 
form the conjunction and then make a negation. We will indicate the or- 
der of operations by using parentheses, much as one does in algebra. 
Whenever we form a compound sentence we will surround it by paren- 
theses. Then you will know that the connective inside the parentheses 
applies before the one outside the parentheses. Thus, when we form the 
negation of 'A', we write the final result as '(-A)'. We now take '(-A)' and 
conjoin it with 'B', surrounding the final result with parentheses: 

This says, take the sentence '(-A)' and conjoin it with 'B'. TO indicate that 
the final result is a complete sentence (in case we will use it in some still 
larger compound), we surround the final result in parentheses also. Note 
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how I have used a second style for the second pair of parentheses- 
square brackets-to make things easier to read. 

Contrast (4) with 

which means that one is to conjoin 'A' with 'B' and then take the negation 
of the whole. 

In the same kind of way we can compound disjunctions with conjunc- 
tions and conjunctions with disjunctions. For example, consider 

Sentence (6) says that we are first to form the conjunctions of 'A' with 'B' 
and then form the disjunction with 'C'. (7), on the other hand, says that 
we are first to form the disjunction of 'B' with 'C' and then conjoin the 
whole with 'A'. These are very different sentences. Transcribed into Eng- 
lish, they are 'Adam both loves Eve and is blond, or Eve is clever.' and 
'Adam loves Eve, and either Adam is blond or Eve is clever.' 

We can show more clearly that (6) and (7) are different sentences by 
writing out truth tables for them. We now have three atomic sentences, 
'A', 'B', and 'C'. Each can be true or false, whatever the others are, so that 
we now have eight possible cases. For each case we work out the truth 
value of a larger compound from the truth value of the parts, using the 
truth value of the intermediate compound when figuring the truth value 
of a compound of a compound: 

a 
A 

case1 t 
case 2 t 

case 3 t 
case4 t 
case 5 f 
case6 f 
case 7 f 
case 8 f 

Let's go over how we got this truth table. Columns a, b, and c simply 
* give all possible truth value assignments to the three sentence letters 'A', 

'B', and 'C'. As before, in principle, the order of the cases does not matter. 
But to make it easy to compare answers, you should always list the eight 

I 

possible cases for three letters in the order I have just used. Then, for 

each case, we need to calculate the truth value of the compounds in col- 
umns d through h from the truth values given in columns a, b, and c. 

Let us see how this works for case 5, for example. We first need to 
determine the truth value to put in column d, for '(A&B)' from the truth 
values given for this case. In case 5 'A' is false and 'B' is true. From the 
truth table definition of '&', we know that a conjunction (here, 'A&B') is 
false when the first conjunct (here, 'A') is false and the second conjunct 
(here, 'B') is true. So we write an 'f for case 5 in column d. Column e is 
the disjunction of-'B' with 'C'. In case 5 'B' is true and 'C' is true. When 
we disjoin something true with something true, we get a true sentence. 
So we write the letter 't', standing for the truth value t, in column e for 
case 5. 

Moving on to column g, we are looking at the disjunction of '(A&B)' 
with 'C'. We have already calculated the truth value of '(A&B)' for case 
5-that was column d-and the truth value of 'C' for case 5 is given in 
column c. Reading off columns c and d, we see that '(A&B)' is false and 
'C' is true in case 5. The sentence of column g, '[(A&B)vC]', is the dis- 
junction of these two components and we know that the disjunction of 
something false with something true is, again, true. So we put a 't' in 
column g for case 5. Following the same procedure for column h, we see 
that for case 5 we have a conjunction of something false with something 
true, which gives the truth value f. So we write 'f for case 5 in column h. 

Go through all eight cases and check that you understand how to de- 
termine the truth values for columns d through h on the basis of what - 
you are given in columns a, b, and c. 

Now, back to the point that got us started on this example. I wanted to 
prove that the sentences '[(A&B)vC]' and '[A&(BvC)]' are importantly dif- 
ferent. Note that in cases 5 and 7 they have different truth values. That 
is, there are two assignments of truth values to the components for which 
one of these sentences is true and the other is false. So we had better not 
confuse these two sentences. You see, we really do need the parentheses 
to distinguish between them. 

~ c t u a l i ~ ,  we don't need all the parentheses I have been using. We can 
make two conventions which will eliminate the need for some of the pa- 
rentheses without any danger of confusing different sentences. First, we 
can eliminate j e  outermost parentheses, as long as we put them back in 
if we decide to use a sentence as a component in a larger sentence. For 
example, we can write 'A&B' instead of '(A&B)' as long as we put the 
parentheses back around 'A&B' before taking the negation of the whole 
to form '-(A&B)'. Second, we can agree to understand '-' always to apply 
to the shortest full sentence which follows it. This eliminates the need to 
surround a negated sentence with parentheses before using it in a larger 
sentence. For example, we will write '-A&B' instead of '(-A)&B7. We 
know that '-A&B' means '(-A)&B' and not '-(A&B)' because the '-' in 
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'-A&B' applies to the shortest full sentence which follows it, which is 'A' 
and not 'A&B'. 

This section stiIl needs to clarify one more aspect of dealing with com- 
pound sentences. Suppose that, before you saw the last truth table, I had 
handed you the sentence '(A&B)vC' and asked you to figure out its truth 
value in each line of a truth table. How would you know what parts to 
look at? Here's the way to think about this problem. For some line of a 
truth table (think of line 5, for example), you want to know the truth 
value of '(A&B)vC'. You could do this if you knew the truth values of 
'A&B' and of 'C'. With their truth values you could apply the truth table 
definition of 'v' to get the truth value of '(A&B)vC'. This is because 
'(A&B)vC' just is the disjunction of 'A&B' with 'C'. Thus you know that 
'(A&B)vC' is true if at least one of its disjuncts, that is, either 'A&B' or 'C', 
is true; and '(A&B)vC' is false only if both its disjuncts, 'A&B' and 'C', are 
false. 

And how are you supposed to know the truth values of 'A&B' and of 
'C'? Since you are figuring out truth values of sentences in the line of a 
truth table, all you need do to figure out the truth value of 'C' on that 
line is to look it up under the 'C' column. Thus, if we are working line 5, 
we look under the 'C' column for line 5 and read that in this case 'C' has 
the truth value t. Figuring out the truth value for 'A&B' for this line is 
almost as easy. 'A&B' is, by the truth table definition of conjunction, true 
just in case both conjuncts (here, 'A' and 'B') are true. In line 5 'A' is false 
and 'B' is true. So for this line, 'A&B' is false. 

Now that we finally have the truth values for the parts of '(A&B)vC', 
that is, for 'A&B' and for 'C', we can plug these truth values into the truth 
table definition for v and get the truth value t for '(A&B)vC'. 

Now suppose that you have to do the same thing for a more compli- 
cated sentence, say 

is the main connective of (a), and '[Av-C]&[BV(-A&C)]' is the compo- 
nent used in forming (8). 

What, in turn, is the main connective of '[Av-C]&[Bv(-A&C)]'? Again, 
what is the last step you must take in building this sentence up from its 
parts? In this case you must take 'Av-C' and conjoin it with 'Bv(-A&C)'. 
Thus this sentence is a conjunction, '&' is its main connective, and its 
components are the two conjuncts 'Av-C' and 'Bv(-A&C)'. In like man- 
ner, 'Bv(-A&C)' is a disjunction, with 'v' its main connective, and its com- 
ponents are the disjuncts 'B' and '-A&C'. To summarize, 

The Main Cunnectiue in a compound sentence is the connective which was 
used last in building up the sentence from its component or components. 

Now, when you need to evaluate the truth value of a complex sentence, 
given truth values for the atomic sentence letters, you know how to pro- 
ceed. Analyze the complete sentence into its components by identifying 
main connectives. Write out the components, in order of increasing com- 
plexity, so that you can see plainly how the larger sentences are built up 
from the parts. 

In the case of (a), we would lay out the parts l i e  this: 

You will be given the truth values of the atomic sentence letters, either by 
me in the problem which I set for you or simply by the line of the truth 
table which you are working. Starting with the truth values of the atomic 
sentence letters, apply the truth table definitions of the connectives to 
evaluate the truth ;&es of the successively larger parts. 

Don't panic. The principle is the same as for the last, simpler example. 
You can determine the truth value of the whole if you know the truth 
value of the parts. And you can determine the truth value of the parts if 
you can determine the truth value of their parts. You continue this way 
until you get down to atomic sentence letters. The truth value of the 
atomic sentence letters will be given to you by the line of the truth table. 
With them you can start working your way back up. 

You can get a better grip on this process with the idea of the Main 
- Connective of a sentence. Look at sentence (8) and ask yourself, 'What 

is the last step I must take in building this sentence up from its parts?" 
In the case of (8) the last step consists in taking the sentence 
'[Av-C]&[Bv(-A&C)]' and applying '-' to it. Thus (8) is a negation, '-' 

I EXERCISES 

1-4. For each of the following sentences, state whether its main con- 
nective is '-', '&', or 'v' and list each sentence's components. Then 
do the same for the components you have listed until you get down 
to atomic sentence letters. So you can see how you should present 
your answers, I have done the first problem for you. 

Main 
Sentence Connective Components 

a) -(Av-B) - Av-B 
Av-B v A, -B 
-B - B 
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1-6. RULES OF FORMATION AND RULES OF VALUATlON 

We can summarize many important points discussed so far by giving ex- 
plicit rules which tell us what counts as a sentence of sentence logic and 
how to determine the truth values of compound sentences if we are given 
the truth values of the components: 

FonnatMn Rules 

i) 

ii) 

iii) 

iv) 

v) 

Every capital letter 'A', 'B', 'C' . . . is a sentence of sentence logic. Such 
a sentence is called an Atomic Sentence or a Snztace Letter. 

If X is a sentence of sentence logic, so is (-X), that is, the sentence 
formed by taking X, writing a '-' in front of it, and surrounding the 
whole by parentheses. Such a sentence is called a Negated Sentace. 

If X and Y are sentences of sentence logic, so is (X&Y), that is, the 
sentence formed by writing X, followed by I&', followed by Y, and 
surrounding the whole with parentheses. Such a sentence is called a 
Conjumlion, and X and Y are called its Conjumts. 

If X and Y are sentences of sentence logic, so is (XVY), that is, the 
sentence formed by writing X, followed by 'v', followed by Y, and 
surrounding the whole with parentheses. Such a sentence is called a 
Dbjumtion, and X and Y are called its D yumts.  

Until further notice, only expressions formed by using rules i) through 
iv) are sentences of sentence logic. 

If you wonder why I say "until further notice," I want you to digest the 
present and some new background material before I introduce two new 
connectives, corresponding to the expressions "If . . . then" and "if and 
only if." When I introduce these new connectives, the formation rules will 
need to be extended accordingly. 

As I explained earlier, we agree to cheat on these strict rules in two 
ways (and in these two ways only!). We omit the outermost parentheses, 
and we omit parentheses around a negated sentence even when it is not 
the outermost sentence, because we agree to understand '-' always to 
apply to the shortest full sentence which follows it. 

I should also clarify something about formation rule i). In principle, 
- sentence logic can use as many atomic sentences as you like. It is not 

limited to the 26 letters of the alphabet. If we run out of letters, we can 
always invent new ones, for example, by using subscripts, as in 'Al' and 

In practice, of course, we will never need to do this. 

Rules of Valuation 

i) The truth value of a negated sentence is t if the component (the sen- 
tence which has been negated) is f. The truth value of a negated sen- 
tence is f if the truth value of the component is t. 

ii) The truth value of a conjunction is t if both conjuncts have truth value 
t. Otherwise, the truth value of the conjunction is f. 

iii) The truth value of a disjunction is t if either or both of the disjuncts 
have truth value t. Otherwise, the truth value of the disjunction is f. 

Note that these rules apply to any compound sentence. However, they 
only apply if somehow we have been given a truth value assignment to 
the atomic sentence letters. That is, if we have been given truth values for 
the ultimate constituent atomic sentence letters, then, using the rules of 
valuation, we can always calculate the truth value of a compound sen- 
tence, no matter how complex. Once again, this is what we mean when 
we say that the connectives are truth functional. 

How does one determine the truth value of atomic sentences? That's 
not a job for logicians. If we really want to know, we will have to find out 
the truth value of atomic sentences from someone else. For example, we'll 
have to consult the physicists to find out the truth value of "light always 
travels at the same speed." As logicians, we only say what to do with truth 
values of atomic constituents once they are given to us. And when we do 
truth tables, we don't have to wony about the actual truth values of the 
atomic sentence letters. In truth tables, l i e  those in the following exer- 
cises, we consider all possible combinations of truth values which the 
sentence letters could have. 

The truth table definitions of the connectives give a graphic summary 
of these rules of valuation. I'm going to restate those truth table defini- 
tions here because, if truth be told, I didn't state them quite right. I gave 
them only for sentence letters, 'A' and 'B'. I did this because, at that 
point in the exposition, you had not yet heard about long compound sen- 
tences, and I didn't want to muddy the waters by introducing too many 
new things at once. But now that you are used to the idea of compound 
sentences, I can state the truth table definitions of the connectives with 
complete generality. 

Suppose that X and Y are any two sentences. They might be atomic 
sentence letters, or they might themselves be very complex compound 
sentences. Then we specify that: 

Truth table case 1 

definition of '-' case 2 



case 1 
Truth table case 2 

definition case 3 
of '&' case 4 

The difference between my earlier, restricted truth table definitions 
and these new general definitions might seem a bit nitpicky. But the dif- 
ference is important. You probably understood the intended generality of 
my first statement of the truth table definitions. However, a computer, 
for example, would have been totally confused. Logicians strive, among 
other things, to give very exact statements of everything. They enjoy ex- 
actness for its own sake. But exactness has practical value too, for exam- 
ple, when one needs to write a program that a computer can understand. 

This section has also illustrated another thing worth pointing out. 
When I talked about sentences generally, that is, when I wanted to say 
something about any sentences, X and Y, I used boldface capital letters 
from the end of the alphabet. I'm going to be doing this throughout the 
text. But rather than dwell on the point now, you will probably best learn 

case 1 t 
Truth tab'e case 2 t 
definition 
of 'v' 

case 3 f 
case 4 f 

I how this usage works by reading oh and seeing it illuskted in practice. 

f 

EXERCISES 

t 
f 
t 
f 

1-5. Which of the following expressions are sentences of sentence 
logic and which are not? 

t 

t 
t 

f 

1-6. Construct a complete truth table for each of the following sen- 
tences. The first one is done for you: 

1-7. Philosopher's problem: Why do I use quotation marks around 
sentences, writing things like 

and 

'-(CV- A)' 

but no quotation marks about boldface capital letters, writing 

X, Y, XVY, etc. 

when I want to talk about sentences generally? 

CHAPTER SUMMARY EXERCISE 

The following list gives you the important terms which have been 
introduced in this chapter. Make sure you understand all of them 
by writing a short explanation of each. Please refer back to the text 
to make sure, in each case, that you have correctly explained the 
term. Keep your explanation of these terms in your notebook for 
reference and review later on in the course. 

a) Argument 
b) Valid Deductive Argument 



C) Good Inductive Argument 

d) Deductive Argument 

e) Inductive Argument 

f)  Atomic Sentence (also calle 
tence Letter') 

g) Compound Sentence 

h) Connective 

i) Component 

d 'Sentence Letter' or 

j) - (called the 'Negation Sign' or 'Sign of Denial') 

k) Negation 

1) & (called the 'Sign of Conjunction') 

m) Conjunction 

n) Conjunct 

0) v (called the 'Sign of Disjunction') 

p) Disjunction 

q) Disjunct 

r) Inclusive Or 

S) Exclusive Or 

t) Truth Value 

u) Truth Table 

v) Truth Table Definition 

w) Assignment of Truth Values 

x) Case 

y) Truth Function 

z) Truth Functional Connective 

aa) Truth Functional Compound 

bb) Main Connective 

'Atomic Sen- 



Transcrbtion between Z 
English and Sentence 
Logic 

2-1. TRANSCRIPTION VS. TRANSLATION 

As we saw in chapter 1, for many English sentences we can find corre- 
sponding sentences of sentence logic. For example, if 'A' stands for the 
sentence 'Adam loves Eve.' and 'B' for the sentence 'Adam is blond.' then 
'Bv-A' corresponds to 'Either Adam is blond'or he does not love Eve.' 

Many logicians use the word 'translation' to describe the relation be- 
tween a sentence of English and a corresponding sentence of logic. I 
think that 'translation' is the wrong word to use. If a first sentence trans- 
lates a second, the two sentences are supposed to have exactly the same 
meaning. But the correspondence between English and logic is often 
looser than having the same meaning, as the next examples show. 

Consider the sentence 'Adam loves Eve, but he left her.' This English 
sentence is a compound of two shorter sentences, 'Adam loves Eve.', 
which we will transcribe with the sentence letter 'A', and 'He left her.' 
(that is, Adam left Eve), which we will transcribe with the sentence letter 
'L'. These two sentences have been connected in English with the word 
'but'. So we can get a partial transcription into logic by writing 'A but L'. 
We are still not finished, however, because 'but' is a word of English, not 
logic. What in logic corresponds to 'but'? 

If I assert the sentence 'Adam loves Eve but he left her.', what am I 
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telling you? Well, first of all, I assert that Adam loves Eve. In asserting 
the original sentence, I am also telling you that Adam left Eve. In other 
words, so far, I seem to be saying: 'Adam loves Eve and he left her.' 

What's the difference between 'Adam loves Eve but he left her.' and 
Adam loves Eve and he left her.', that is, between 'A but L' and 'A&L'? 
Not much. In English, we tend to use the word 'but' when we want to 
assert two things (a conjunction), but the first thing asserted may well lead 
one to expect the opposite of the second thing asserted. 'But' functions 
much as do the words '. . . and, contrary to what I just said would lead 
you to expect. . . .': 'Adam loves Eve, and, contrary to what I just said 
would lead you to expect, he left her.' 

Logic has no way of expressing the idea of 'contrary to what the first 
conjunct would lead you to expect.' So we simply transcribe 'but' as '&'. 
In sentence logic we can't improve upon 'A&L' as a transcription of 
'Adam loves Eve but he left her.' Several other English words function 
very much like 'but', and should likewise get transcribed as '&': 'however', 
'nevertheless', 'although', and 'despite (the fact that)'. 

Perhaps you are starting to see why I want to talk about transcribing, 
instead of translating, English into logic. 'A&L' isn't a very good transla- 
tion of 'Adam loves Eve but he left her.' If it were a good translation, we 
would have to say that 'and' means the same thing as 'but', which it clearly 
does not. However, '&' is the closest we have to 'but' in logic, so that's 
what we use. 

A Transoiption of an English sentence into sentence logic is a sentence of 
sentence logic which expresses, as closely as possible, what the English sen- 
tence expresses. 

Logicians sometimes use the words 'paraphrasing' or 'symbolizing' for 
what I am calling 'transcribing' English sentences in logic. 

2-2. GROUPING IN TRANSCRIPTION 

Here is another problem which comes up in transcribing English into 
logic. Consider the sentence. 

(1) Eve is clever and Eve is dark-eyed or Adam is blond. 

How do we transcribe this? Should we understand (1) as 

( la)  (Eve is clever and Eve is dark-eyed) or Adam is blond. 

Or should we understand it as 

( lb)  Eve is clever and (Eve is dark-eyed or Adam is blond). 

As we know from section 1-5, the grouping makes a difference. The 
problem here is that (1) is bad English. In English we should also indicate 
the grouping, which we can easily do with a comma. Thus ( la)  corre- 
sponds to 

(lc) Eve is clever and Eve is dark-eyed, or Adam is blond. 

and (lb) corresponds to 

(Id) Eve is clever, and Eve is dark-eyed or Adam is blond. 

Using the following transcription guide 

B: Adam is blond. 
C: Eve is clever. 
D: Eve is dark-eyed. 

we get as transcriptions of (la) and (lc): 

( le)  (C&D)vB 

And as transcriptions of (lb) and (Id): 

Notice that by using parentheses in (la) and (lb) I have used a mixture 
of English and sentence logic as an aid to figuring out what seems to be 
going on. Such mixtures often help in transcription. If you don't see a 
correct transcription right away, transcribe part, o r  features of, the En- 
glish sentence. Then go to work on the parts which you did not transcribe 
in your first pass at the problem. 

The expression 'Either . . . or ' functions in English to indicate 
grouping in some respects as do parentheses in logic. Anything that goes 
where you see the '. . .' acts as if it had parentheses around it, even if it 
is quite complex. (Often something which goes where you see the '-' 
also acts like it had parentheses around it, but this English device does 
not always work.) Thus we could write (la) and (lc) as 

( lg)  Either Eve is clever and Eve is dark-eyed, or Adam is blond. 

'Both . . . and ' serves much as does 'Either . . . or -', al- 
though the complexities of English grammar don't let you say things such 
as 'Both Eve is clever and Eve is dark-eyed, or Adam is blond.' To  speak 
grammatical English, one has to say 

( lh)  Eve is both clever and dark-eyed, or Adam is blond. 

which we clearly transcribe as (le). 
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Notice that in (Ih) we have done some collapsing of English sentence 
units. When transcribing into logic, you should rewrite 'Eve is clever and 
dark-eyed.' as a conjunction of two atomic sentences, that is, as 'Eve is 
clever and Eve is dark-eyed.' or finally as 'C&D'. And, to consider a new 
example, you should rewrite 'Eve is clever or dark-eyed.' as a disjunction 
of two atomic sentences, that is, as 'Eve is clever or Eve is dark-eyed.', or 
finally as 'CVD'. 

2-3. ADEQUACY OF TRANSCRIPTIONS 

It's your turn to figure out an example. Before reading on, try transcrib- 
ing 

(2) Adam is neither ugly nor dumb. 

What did you get? 'Neither' suggests a negation, and 'nor' suggests a dis- 
junction. But (2) is tricky. If we use 'U' for 'Adam is ugly.' and 'D' for 
'Adam is dumb.', '-(UVD)' is a correct transcription. '-UV-D' is not. 

How can you tell which is correct? We want the English sentence and 
the proposed transcription to say the same thing, as nearly as possible. 
One way to test for such agreement is to transcribe back into English. 
Suppose you proposed '-UV-D' as a transcription of (2). Transcribe 
'-UV-D' back into English, as literally as you can. '-UV-D' is a disjunc- 
tion of two negations, so we transcribe it back as 

(3) Either Adam is not ugly or Adam is not dumb. 

Now, do  (2) and (3) say the same thing? No! Sentence (2) is stronger. It 
says that Adam is both not ugly and also not dumb. Sentence (3) says that 
Adam is either not one or not the other (or possibly not both). It's enough 
for (3) to be true that Adam not be ugly. That's not enough for (2). To 
make (2) true, Adam will have to fail both in being ugly and in being 
dumb. 

If what it takes to make (2) true is that Adam not be ugly and Adam 
not be dumb, could we also transcribe (2) as '-U&-D'? Yes. To test, tran- 
scribe back into English. '-U&-D' transcribes back as 

(2a) Adam is not ugly and Adam is not dumb. 

(Or, equally good: 'Adam is not ugly and not dumb.') Compare (2a) with 
,(2) 1 hope you will see that they say the same thing. Generalizing the 
moral of this example we have: 

First Trammpion Test: To check a transcription of an English sentence, 
transcribe back into English as literally as possible. To the extent that the 

original and the retranscribed sentences seem to say the same thing, you 
have reason to think that you have an Adequate Tramcription. 

Our example also suggests another test for adequate transcription. So 
far, I have relied on your intuitive understanding of when two sentences 
do and don't say the same thing. But we can spell out one part of this 
understanding in more detail. The trouble with transcribing (2) as 
'-UV-D' is that there is a situation in which '-UV-D' is true but in which 
(2) is false. A situation in which Adam is ugly and is not dumb provides 
just such a case. But if a first sentence can be true while, in the same 
situation, a second sentence is false, then the two sentences are not saying 
the same thing. 

Let's make this test for adequate transcription more precise. Consider 
a proposed transcription. Ask yourself: Is there an assignment of truth 
values to sentence letters (a case) which makes the proposed transcription 
true and the English sentence false, or the transcription false and the 
English sentence true? If so, reject the proposed transcription. If there is 
no such case, the transcription is as good as it can get. Of course, in ap- 
plying this test you will have to do the best you can to determine whether 
or not, for a case described in terms of truth values assigned to sentence 
letters, your English sentence is true. The structure of English is compli- 
cated, so there are no simple rules for determining the truth value of 
arbitrary English sentences. Nonetheless, this test can often help you to 
decide whether a proposed transcription is adequate. 

We summarize the test by saying: 

Second Tramm'ption Test: Given a sentence of sentence logic as a proposed 
transcription of an English sentence, try to imagine a case, described in 
terms of an assignment of truth values to sentence letters, which makes one 
of the sentences true and the other false. If there is such a case, reject the 
proposed transcription. If there is no such case, you have an Aakquate Tran- 
scription. 

This second test and the last example bring out a curious fact. Look 
back and you will see that both '-(UVD)' and '-U&-D' seem to be ade- 
quate transcriptions of (2), for, by our first crude test, they both seem to 
say the same thing as (2). Are both '-(UVD)' and '-U&-D' adequate 
transcriptions of (2) according to the second test? If you think it through, 
you should be able to satisfy yourself that they are. But if so, that is, if 
both these sentences are true in exactly the same cases as (2), then they 
will have to be true in exactly the same cases as each other. Any case in 
which one is true is a case in which the other is true. Any case in which 
one is false is a case in which the other is false. 

We will say that two such sentences are logically equivalent, a notion 
which I won't dwell on now because it provides the subject of the next 
chapter. But even this quick description of logical equivalence will help 
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you pull together the ideas of the last few paragraphs. At least so far as 
sentence logic goes, two sentences say the same thing if and only if they 
are logically equivalent. With this way of understanding "saying the same 
thing," our two tests for adequacy of transcription ultimately do the same 
work. For if "saying the same thing" just means "being true in exactly the 
same cases," two sentences say the same thing (our first test for an ade- 
quate transcription) if and only if they are true in the same cases (our 
second test for an adequate transcription). 

Chapter 3 will clarify your understanding of logical equivalence. For 
the moment, however, you will be served by an intuitive understanding 
of a summary of this section: 

If two sentence logic sentences are logically equivalent to each other, they 
provide equally good transcriptions of a given English sentence. 

EXERCISES 

I 2- 1. Consider the sentence 

I (2*) Adam is not both ugly and dumb. 

Carry out a study of its transcription into sentence logic which is 
similar to the study of (2). In particular, show that this sentence has 
two logically equivalent, and so equally accurate, transcriptions, both 
of which need carefully to be distinguished from a somewhat similar, 
but inadequate, transcription. If you have trouble with this exercise, 
spend a minute guessing at a transcription of (2*). Write down your 
guess and then reread the discussion of the transcription of (2). 

~, 

, 2-2. Using this transcription guide, transcribe the following sen- 
tences into sentences of sentence logic. 

A: Adam loves Eve, 
B: Adam is blond. 
C: Eve is clever. 
D: Eve is dark-eyed. 
E: Eve loves Adam. 

a) Eve is clever or  Eve is dark-eyed. 

b) Eve is clever or dark-eyed. 

c) Eve is clever and dark-eyed. 

d) Eve is clever but not dark-eyed. 

e) Eve either is not clever or she is not dark-eyed. 

f )  Eve is either not clever or not dark-eyed. 

Eve is dark-eyed and Adam loves her. 

Either Adam is blond and loves Eve, or he is not blond and Eve 
loves him. 

Eve is both not dark-eyed and either clever or in love with Adam. 

Eve is dark-eyed, but Adam does not love her. 

Adam is either blond or in love with Eve; nevertheless, Eve does 
not love him. 

Although either Eve is dark-eyed or Adam is blond, Adam does 
not love Eve. 

Despite Eve's being clever and not loving Adam, Adam does love 
Eve. 

Adam loves Eve even though she is not dark-eyed. 

Adam not only loves Eve, Eve also loves Adam. 

Even though Eve is either clever or  not dark-eyed, either Adam 
is blond or in love with Eve. 

Eve is both in love with Adam and not dark-eyed, despite Adam's 
being either blond or not in love with Eve. 

Adam does not love Eve. Also, Adam is blond, and Eve is either 
clever or in love with Adam. 

Adam is either in love with Eve or not. 

Adam is either in love with Eve or not. However, although she is 
clever, Eve is either dark-eyed or in love with Adam. 

Either Adam is blond, or it is both the case that Eve loves Adam 
and is either dark-eyed or clever. 

Either it is the case that both Adam is blond or not in love with 
Eve and Eve is dark-eyed or in love with Adam, or it is the case 
that both Adam does love Eve or is not blond and Eve is clever 
but not dark-eyed. 

2-3. Using the same transcription guide as in exercise 2-2, tran- 
scribe the following into English: 

a) Bv-B 

b) A&-B 

C) -(AvC) 

d) Bv(D&-C) 

e) (Ev-C)&(-BvA) 

f)  [(AvE)&-C]v(C&-D) 

g) {[(-BvA)&D]v-(E&B))&C (This is almost impossible to tran- 
scribe into English, but do the best you can. I'm giving this prob- 
lem not to give you a bad time but to illustrate how logic has 
certain capacities to state things exactly, no nfatter how complex 
they are, while English, in practice, breaks down.) 

2-4. Make up your own transcription guide and transcribe the fol- 
lowing sentences into sentence logic. Your transcriptions should be 
as detailed as possible.   or example, transcribe 'Roses are red and 
violets are blue.' not with one sentence letter but with two sentence 



letters conjoined, like this: 'R&B' (R: Roses are red, B: Violets are 
blue). 

Roses arc red or Teller will eat his hat. 
Monty Python is funny but Robert Redford is not 
Chicago is not bigger than New York wen though New York is 
not the largest aty. 
Either I wi l l  finish this logic course or I will die trying. 
W. C. Fields was not both handsome and smart. 

Uncle Saooge was neither generous nor understanding. 
Although Minnesota Fats tried to diet, he was very overweight. 
Peter likes pickles and ice cream, but he does not like to eat them 
together. 
Roses arc red and violets are blue. Transcribing this jingle is not 
h a d  to do. 
Columbus sailed the ocean blue in 1491 or 1492, but in any case 
he discovered neither the South nor the North Pole. . 
Either Luke will catch up with Darth Vader and put an end to 
,him or Darrh Vader wi l l  get away and cause more trouble. But 
eventually the Empire will be destroyed. 

CHAPTER SUMMARY EXERCISE 

Give brief explanations of the following terms introduced in this 
chapter. Again, please refer to the text to make sure you have the 
ideas right. 

a) Transcription 
b) Adequate Transcription 

Also, give a brief description of how English marks the grouping of 
sentences, that is, describe how English accomplishes the work done 
in logic by parentheses. 



Logical Equivalence, 
Logical Truths, 
and Contradictions 

3-1. LOGICAL EQUIVALENCE 

I introduced logic as the science of arguments. But before turning to ar- 
guments, we need to extend and practice our understanding of logic's. 
basic tools as I introduced them in chapter 1. For starters, let's look at the 
truth table for 'A', '-A', and the negation of the negation of 'A', namely, 
'--A' 

This uuth table exhibits the special situation which I mentioned at the 
end of the last chapter: The auth value of '--A' is always the same as 

that of 'A'. Logicians say that 'A' and '--A' are Logicdl' Equrualtnt. 
As we will see in a moment, much more complicated sentences can be 

logically equivalent to each other. To get dear on what this means, let us 
review some of the things that truth tables do for us. Suppose we are 
looking at a compound sentence, perhaps a very complicated one which 
uses many sentence letters. When we write out the truth table for such a 
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sentence, we write out all the possible cases, that is, all the possible assign- 
ments of truth values to sentence letters in all possible combinations. In 1 
each one of these possible cases our original sentence has the truth value i 
t or the truth value f. 

Now suppose that we look at a second sentence which uses the same 
sentence letters, or perhaps only some of the sentence letters that the first 
sentence uses, and no new sentence letters. We say that the two sentences 
are logically equivalent if in each possible case, that is, for each line of the 
truth table, they have the same truth value. 

Two sentences of sentence logic are Logically Equivalent if and only if in each 
possible case (for each assignment of truth values to sentence letters) the 
two sentences have the same truth value. 

What we said about the double negation of 'A' naturally holds quite 
generally: 

The Law of Double Negation (DN): For any sentence X, X and --X are 
logically equivalent. 

Here are two more laws of logical equivalence: 

De Morgan's Laws (DM): For any sentences X and Y, -(X&Y) is logically 
equivalent to -XV-Y. And -(XvY) is logically equivalent to -X&-Y. 

Thus 'Adam is not both ugly and dumb.' is logically equivalent to 'Either 
Adam is not ugly or Adam is not dumb.' And 'Adam is not either ugly or 
dumb.' is logically equivalent to 'Adam is not ugly and Adam is not 
dumb.' You should check these laws with truth tables. But I also want to 
show you a second, informal way of checking them which allows you to 
"see" the laws. This method uses something called V a n  Diagram. 

A Venn diagram begins with a box. You are to think of each point 
inside the box as a possible case in which a sentence might be true or 
false. That is, think of each point as an assignment of truth values to 
sentence letters, or as a line of a truth table. Next we draw a circle in the 
box and label it with the letter 'X', which is supposed to stand for some 
arbitrary sentence, atomic or compound. The idea is that each point in- 
side the circle represents a possible case in which X is true, and each point 
outside the circle represents a possible case in which X is false. 

Look at  Figure 3-1. What area represents the sentence -X? The area 
outside the circle, because these are the possible cases in which X is false. 
- Now let's consider how Venn diagrams work for compound sentences 
built up from two components, X and Y. Depending on what the sen- 
tences X and Y happen to be, both of them might be true, neither might 
be true, o r  either one but not the other might be true. Not to omit any of 

these eventualities, we must draw the circles representing X and Y as 
overlapping, as in Figure 3-2 and 3-3. 

I 
X & Y  X v Y  

Figure 3-2 Figure 3-3 

The conjunction X&Y is true in just those cases represented by points 
that lie inside both the X and Y circles, that is, the shaded area in Figure 
3-2. The disjunction XVY is true in just those cases represented by points 
that lie inside either the X or the Y circle (or both), that is, the shaded 
area in Figure 3-3. 

Now we can use Venn diagrams to check De Morgan's laws. Consider 
first a negated conjunction. Look for the area, shown in Figure 3-4, 
which represents -(X&Y). This is just the area outside the shaded lens in 
Figure 3-2. 

FIgule 3-4 

Let us compare this with the area which represents -XV-Y. We draw 
overlapping X and Y circles. Then we take the area outside the first circle 
(which represents -X; see Figure 3-5), and we take the area outside the 
second (which represents -Y; see Figure 3-6). 
Finally, we put these two areas together to get the area representing the 
disjunction -XV-Y, as represented in Figure 3-7. 

Notice that the shaded area of Figure 3-7, representing -XV-Y, is the 
same as that of Figure 3-4, representing -(X&Y). The fact that the same 
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Figure 3-5 

Figure 3-7 

Figure 3-6 

shaded area represents both -XV-Y and -(X&Y) means that the two 
sentences are true in exactly the same cases and false in the same cases. 
In other words, they always have the same truth value. And that is just 
what we mean by two sentences being logically equivalent. 

Now try to prove the other of De Morgan's laws for yourself using 
Venn diagrams. 

Here are two more laws of logical equivalence: 

The Dishibutive Laws: For any three sentences, X, Y, and Z, X&(YvZ) is 
logically equivalent to (X&Y)v(X&Z). And Xv(Y&Z) is logically equivalent to 
(XW&(XvZ). 

For example, 'Adam is both bold and either clever or lucky.' comes to the 
same thing as 'Adam is either both bold and clever or both bold and 
lucky.' You should prove these two laws for yourself using Venn dia- 
grams. To do so, you will need a diagram with three circles, one each 
representing X, Y, and Z. Again, to make sure that you omit no possible 
combination of truth values, you must draw these so that they all overlap, 
as in Figure 3-8. 

'Fill in the areas to represent YvZ, and then indicate the area which 
represents the conjunction of this with X. In a separate diagram, first fill 
in the areas representing X&Y and X&Z, and then find the area corre- 
sponding to the disjunction of these. If the areas agree, you will have 
demonstrated logical equivalence. Do the second of the distributive laws 
similarly. Also, if you feel you need more practice with truth tables, prove 
these laws using truth tables. 

EXERCISES 

3-1. Prove the second of De Morgan's laws and the two distributive 
laws using Venn diagrams. Do this in the same way that I proved 
the first of De Morgan's laws in the text, by drawing a Venn diagram 
for each proof, labeling the circles in the diagram, and explaining in 
a few sentences how the alternate ways of getting the final area give 
the same result. Use more than one diagram if you find that helpful 
in explaining your proof. 

3-2. SUBSTITUTION OF LOGICAL EQUIVALENTS 

AND SOME MORE LAWS 

We can't do much with our laws of logical equivalence without using a 
very simple fact, which our next example illustrates. Consider 

'--A' is logically equivalent to 'A'. This makes us think that (1) is logically 
equivalent to 

(2) AVB. 

This is right. But it is important to understand why this is right. A 
compound sentence is made up of component sentences, which in turn 
may be made up of further component sentences. How do subsentences 
(components, or components of components, or the like) affect the truth 
value of the original sentence? Only through their truth values. The only 
way that a subsentence has any effect on the truth values of a larger sen- 
tence is through the subsentence's truth value. (This, again, is just what 
we mean by saying that compound sentences are truth -functions.) But if 
only the truth values matter, then substituting another sentence which 
always has the same truth value as the first can't make any difference. 
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I'll say it again in different words: Suppose that X is a subsentence of 
some larger sentence. Suppose that Y is logically equivalent to X, which 
means that Y and X always have the same truth value. X affects the truth 
value of the larger sentence only through its (i.e., X's) truth value. So, if 
we substitute Y for X, there will be no change in the larger sentence's 
truth value. 

But this last fact is just what we need to show our general point about 
logical equivalence. The larger sentence will have the same truth value 
before and after the substitution; that is, the two versions of the larger 
sentence will be logically equivalent: 

The Law of Substirurion of Logical Equivaknts (SLE): Suppose that X and Y 
are logically equivalent, and suppose that X occurs as a subsentence of some 
larger sentence Z. Let Z* be the new sentence obtained by substituting Y for 
X in Z. Then Z is logically equivalent to Z*. 

Let's apply these laws to an example. Starting with the sentence 

we can apply one of De Morgan's laws. This sentence is the negation of a 
conjunction, with the conjuncts '-Av-B' and '-AvB'. De Morgan's law 
tells us that this first line is logically equivalent to the disjunction of the 
negation of the two original conjunct&: 

(The 'DM' on the right means that this line was obtained from the pre- 
vious line by applying one of De Morgan's laws.) 

Did you have trouble understanding that one of De Morgan's laws ap- 
plies to the sentence? If so, try using the idea of the main connective 
introduced in chapter 1. Ask yourself: "In building this sentence up from 
its parts, what is the last thing I do?" You apply the negation sign to 
'(-Av-B)&(-AvB)'. So you know the original sentence is a negation. 
Next, ask yourself, what is the last thing I do in building 
'(-Av-B)&(- AvB)' up from its parts? Conjoin '-Av-B' with '-AvB'. So 
'(-Av-B)&(-AvB)' is a conjunction. The original sentence, then, is the 
negation of a conjunction, that is, a sentence of the form -(X&Y), where, 
in our example, X is the sentence '-Av-B' and Y is the sentence '-AvB'. 
Applying De Morgan's law to -(X&Y) gives -XV-Y; in other words, in 
our example, '-(-Av-B)v-(-AvB)'. 

'Next, we can apply De Morgan's law to each of the components, 
'-(-Av-B)' and '-(-AvB)', and then use the law of substitution of logi- 
cal equivalents to substitute the results back into the full sentence. Doing 
this, we get 

(--A&--B)v(--A&-B) DM, SLE 

(As before, 'DM' on the right means that we have used one of De Mor- 
gan's laws. 'SLE' means that we have also used the law of substitution of 
logical equivalents in getting the last line from the previous one.) 

Now we can apply the law of double negation (abbreviated 'DN') to 
'--A' and to '--B' and once more substitute the results into the larger 
sentence. This gives 

(A&B)v(A&-B) DN, SLE 

We have only one more step to do. If you look carefully, you will see 
that the distributive law (abbreviated 'D') applies to the last line. So the 
last line is logically equivalent to 

This might not be clear at first. As I stated the distributive law, you might 
think it applies only to show that the very last line is logically equivalent 
to the next to last line. But if X is logically equivalent to Y, then Y is 
logically equivalent to X! Logical equivalence is a matter of always having 
the same truth value, so if two sentences are logically equivalent, it does 
not matter which one gets stated first. Often students only think to apply 
a law of logical equivalents in the order in which it happens to be stated. 
But the order makes no difference-the relation of logical equivalence is 
symmetric, as logicians say. 

Let's put all the pieces of this problem together. In the following sum- 
mary, each sentence is logically equivalent to the previous sentence and 
the annotations on the right tell you what law or laws give you a line from 
the previous one. 

-[(-Av-B)&(-AvB)] 
-(-Av-B)v-(-AvB) DM 
(--A&--B)v(--A&-B) DM, SLE 
(A&B)v(A&-B) DN, SLE 
A&(Bv-B) D 

Actually, all I have really proved is that each of the above sentences is 
logically equivalent to the next. I really want to show that the first is logi- 
cally equivalent to the last. Do you see why that must be so? Because being 
logically equivalent just means having the same truth value in all possible 
cases, we trivially have 

The Law of Trarrcitivity of Logical Equivaltnce (TLE): For any sentences X, 
Y, and Z, if X is logically equivalent to Y and Y is logically equivalent to Z, 
then X is logically equivalent to Z. 



Repeated use of this law allows us to conclude that the first sentence in 
our list is logically equivalent to the last. Many of you may find this point 
obvious. From now on, transitivity of logical equivalence will go without 
saying, and you do not need explicitly to mention it in proving logical 
equivalences. 

Here are some more easy, but very important, laws: 

The Commutative Law (CM): For any sentences X and Y, X&Y is logically 
equivalent to Y&X. And XVY is logically equivalent to YvX. 

In other words, order in conjunctions and disjunctions does not make a 
difference. Note that the commutative law allows us to apply the distrib- 
utive law from right to left as well as from left to right. For example, 
'(A&B)vC' is logically equivalent to '(AvC)&(BvC)'. You should write out 
a proof of this fact using the commutative law and the distributive law as 
I stated it originally. 

Next, the Associatiue Law tells us that 'A&(B&C)' is logically equivalent 
to '(A&B)&C'. To check this, try usicg a Venn diagram, which in this case 
gives a particularly quick and clear verification. Or simply note that both 
of these sentences are true only when 'A', 'B', and 'C" are all true, and are 
false when one or more of the sentence letters are false. This fact shows 
that in this special case we can safely get away with dropping the paren- 
theses and simply writing 'A&B&C', by which we will mean either of the 
logically equivalent 'A&(B&C)' or '(A&B)&C'. Better yet, we will extend 
the way we understand the connective '&'. We will say that '&' can appear 
between any number of conjuncts. The resulting conjunction is true just 
in case all of the conjuncts are true, and the conjunction is false in all 
other cases. 

The same sort of generalization goes for disjunction. 'Av(BvC)' is logi-' 
cally equivalent to '(AvB)vC'. Both of these are true just in case one or 
more of 'A', 'B', and 'C' are true and false only if all three of 'A', 'B', and 
'C' are false. (Again, a Venn diagram provides a particularly swift check.) 
We extend our definition of 'v' so that it can appear between as inany 
disjuncts as we like. The resulting disjunction is true just in case at least 
one of the disjuncts is true and the disjunction is false only if all the dis- 
juncts are false. 

The Associative Law (A): For any sentences X, Y, and Z, X&(Y&Z), 
(X&Y)&Z, and X&Y&Z are logically equivalent to each other. And Xv(YvZ), 
(XvY)vZ, and XvYvZ are logically equivalent to each other. Similarly, con- 
junctions with four or more components may be arbitrarily grouped and - similarly for disjunctions with four or more disjuncts. 

Here is yet another easy law. Clearly, X&X is logically equivalent to X. 
Likewise, XVX is logically equivalent to X. 

The Law of Redundancy (RD): For any sentence X, X&X is logically equiv- 
alent to X. Similarly, XVX is logically equivalent to X - 

Let us apply this law in a little example. Again, each line is logically 
equivalent to the next (RD stands for the law of redundancy): 

-(A&B)&(- Av-B) 
(-Av-B)&(-Av-B) DM, SLE 
-Av-B RD 

Before asking you to practice these laws, let me give you a more ex- 
tended example which illustrates all the laws I have introduced so far: 

-(Av-B)v[(CvB)&(Cv-A)] 
-(Av-B)v[CV(B&-A)] D, SLE 
-(Av-B)v[(B&-A)vC] CM, SLE 
[-(Av-B)v(B&-A)]vC A 
[-(Av-B)v(-A&B)]vC CM, SLE 
[-(Av-B)v(-A&--B)]vC DN, SLE 
[-(Av-B)v-(Av-B)]vC DM, SLE 
-(Av-B)vC RD, SLE. 

EXERCISES 

3-2. Prove the following logical equivalences. Write out your proofs 
as I did in the text specifying which laws you use in getting a line 
from the previous line. You can use the abbreviations for the laws 
found in the text. Until you feel comfortable with the easy laws, 
please include all steps. But when they begin to seem painfully ob- 
vious, you may combine the following laws with other steps and omit 
mentioning that you have used them: double negation, the associa- 
tive law, the commutative law, and the law of substitution of logical 
equivalents. You must explicitly specify any other law you use. 

a) 'Bv-A' is logically equivalent to '-(A&-B)'. 

b) '(A&B)vC' is logically equivalent to '(AvC)&(BvC)'. (Show all steps 
in this problem.) 

c) 'A&(--CVB)' is logically equivalent to '(A&C)v(A&B)'. 
d) '-[(A&-B)v(C&-B)]' is logically equivalent to '(-A&-C)VB'. 

e) '(AvB)&(CVD)' is logically equivalent to 
'(A&C)v(B&C)v(A&D)v(B&D)'. 

f) '(A&B)v(C&D)' is logically equivalent to 
'(AvC)&(BvC)&(AvD)&(BvD)'. 

g) '(C&A)V(B&C)V[C&-(-B&-A)]' is logically equivalent to 
'C&(AvB)'. 

h) 'C&-A' is logically equivalent to 'C&[-Av-(-CVA)]'. 



i) '-A&B&C' is logically equivalent to 
C&{-(Av-B)v[B&-(-CVA)])'. 

3-3. Give a formal statement of De Morgan's laws in application to 
negations of conjunctions and disjunctions with three components. 
Model your formal statement on the formal statement in the text. It 
should begin as follows: 

De Morgan's Laws: For any sentences X, Y, and Z . . . 

3-3. LOGICAL TRUTHS AND CONTRADICTIONS 

I+ us look at another interesting example: 

'Av-A' is true no matter what. Such a sentence is called a Logical Truth. 

A sentence of sentence logic is a Logical Truth just in case it is true in all 
possible cases, that is, just in case it is true for all assignments of truth values 
to sentence letters. 

Many authors use the word Tautology for a logical truth of sentence logic. 
I prefer to use the same expression, 'logical truth', for this idea as it ap- 
plies in sentence logic and as it applies to predicate logic, which we will 
study in volume 11. 

Clearly there will also be sentences which are false no matter what, such 
as 

Such a sentence is called a Contradiction. 

A sentence of sentence logic is a Contrudutia just in case it is false in all 
possible cases, that is, just in case it is false for all assignments of truth values 
to sentence letters. 

Later on in the course, logical truths and contradictions will concern us 
quite a bit. They are interesting here because they provide several further 
laws of logical equivalence: 

The Law of Logically True Conjunct (LTC): If X is any sentence and Y is 
any logical truth, then X&Y is logically equivalent to X 

The Law of Contrudutoty Dyunct (CD): If X is any sentence and Y is any 
contradiction, then XVY is logically equivalent to X. 

You should be able to show that these laws are true. Furthermore, you 
should satisfy yourself that a conjunction is always a contradiction if one 
of its conjuncts is a contradiction and that a disjunction is always a logical 
truth if one of its disjuncts is a logical truth. 

EXERCISES 

3 4 .  Explain why a disjunction is always a logical truth if one of its 
disjuncts is a logical truth. Explain why a conjunction is always a 
contradiction if one of its conjuncts is a contradiction. 

3-5. Further simplify the sentence 'A&(Bv-B)', which was the last 
line of the first example in section 3-2. 

3-6. Prove the following logical equivalences, following the same in- 
structions as in exercise 3-2: 

'A&(-AvB)' is logically equivalent to 'A&B'. 
'AvB' is logically equivalent to 'Av(-A&B)'. 
'A' is logically equivalent to '(A&B)v(A&-B)'. (This equivalence is 
called the Law of Expansion. You may find it useful in some of the 
&her problems.) 
'A' is logically equivalent to '(AvB)&(Av-B)'. 

'A&[Bv(-A&C)I' is logically equivalent to 'A&B'. 
'CVB' is logically equivalent to '(C&A)v(B&A)v(C&-A)v(B&-A)'. 
'C&B' is logically equivalent to '(CvA)&(Bv-D)&(-AvC)&(DvB)'. 
'(A&B)v(-A&-B)' is logically equivalent to '(-AvB)&(-BvA)'. 
'-Av-BvC' is logically equivalent to '-(-AvB)v-AvC'. 

3-7. For each of the following sentences, determine whether it is a 
logical truth, a contradiction, or neither. (Logicians say that a sen- 
tence which is neither a logical truth nor a contradiction is Contin- 
gent, that is, a sentence which is true in some cases and false in 
others.) Simplify the sentence you are examining, using the laws of 
logical equivalence, to show that the sentence is logically equivalent 
to a sentence you already know to be a logical truth, a contradiction, 
or neither. 



40 Logical Equiualncce, Logical Truths, and ContradiaimU 3 4 .  Di+ctive N d  Form and the Shcffcr Strob 41 

3-4. DISJUNCTIVE NORMAL FORM 

AND THE SHEFFER STROKE 

Now that we understand logical equivalence, we can use it to put any 
sentence into a form which shows very clearly what the sentence says. As 
usual, we will start by looking at an example. Start with the truth table for 
Av-B: 

Case 1 

Case 2 

Case 3 
Case 4 

The truth table tells us that 'Av-B' is true in cases 1, 2, and 4. We can 
easily say what case 1 says using a sentence of sentence logic. Case 1 just 
says that 'A' and 'B' are both true, which we can say with 'A&B'. In the 
same way, case 2 says that 'A' is true and 'B' is false, which we say in 
sentence logic with 'A&-B'. Finally, '-A&-B' says that case 4 holds, that 
is, that 'A' is false and 'B' is false. Of course, none of these things says 
what 'Av-B' says, which was that either case 1 is true or case 2 is true or 
case 4 is true. But, clearly, we can say this in sentence logic by using the 
disjunction of the three sentences, each one of which describes one of the 
cases covered by 'Av-B'. That is 

'AV-B' is logically equivalent to '(A&B)v(A&-B)v(-A&-B)'. 

'(A&B)v(A&-B)v(-A&-B)' is said to be in Disjunctive Nonnal Fonn, 
and it says that either 'A' and 'B' are both true or 'A' is true and 'B' is 
false or 'A' is false and 'B' is false. This disjunction is logically equivalent 
to 'Av-B' because the disjunction says just what 'Av-B' says, as shown by 
its truth table. 

Here is a slightly different way of putting the same point. The truth 
table shows us the possible cases in which the sentence under study will 
be true. We can always write a logically equivalent sentence in disjunctive 
normal form by literally writing out the information contained in the 
truth table. For each case in which the original sentence comes out true, 
write the conjunction of sentence letters and negated sentence letters 
which describe that case. Then take the disjunction of these conjunctions. 
This sentence will be true in exactly those cases described by the disjuncts 
(in our example, in the cases described by 'A&B', by 'A&-B', and by 
'-A&-B'). But the original sentence is true in just these same cases-that 
is what its truth table tells us. So the sentence in disjunctive normal form 
is true in exactly the same cases as the original, which is to say that the 
two are logically equivalent. 

I want to give you a formal summary description of disjunctive normal 
form. But first we must deal with three troublesome special cases. I will 
neutralize these troublesome cases with what may at first strike you as a 
very odd trick. 

Consider the atomic sentence 'A'. As I have so far defined disjunctions 
and conjunctions, 'A' is neither a disjunction nor a conjunction. But be- 
cause 'A' is logically equivalent to 'AvA', it will do no harm if we extend 
the meaning of 'disjunction' and say that, in a trivial way, 'A' will also 
count as a disjunction-that is, as a degenerate disjunction which has only 
one disjunct. 

We can play the same trick with conjunctions. 'A' is logically equivalent 
to 'A&A'. So we do no harm if we extend the meaning of 'conjunction' 
and say that, in a trivial way, 'A' also counts as a conjunction-the degen- 
erate conjunction which has only one conjunct. 

Finally, we will want to say the same thing, not just about atomic sen- 
tence letters, but about any sentence, X, atomic or compound. Whatever 
the form of X, we can always view X as a degenerate disjunction with just 
one disjunct or as a degenerate conjunction with just one conjunct. 

What is the point of this apparently silly maneuver? I am working to- 
ward giving a definition of disjunctive normal form which will work for 
any sentence. The idea of disjunctive normal form is that it involves a dis- 
junction of conjunctions. But what should we say, for example, is the 
disjunctive normal form of the sentence 'A&B'? If we allow degener- 
ate disjunctions with one disjunct, we can say that 'A&BT is already in 
disjunctive normal form-think of it as '(A&B)v(A&B)'. Again, what 
should we say is the disjunctive normal form of 'A'? Let's count 'A' as a 
degenerate conjunction with just one conjunct (think of 'A&A') and let's 
count this conjunction as a degenerate disjunction, as in the last example. 
So we can say that 'A' is already in disjunctive normal form and still think 
of disjunctive normal form as a disjunction of conjunctions. 

We still have to discuss one more special case. What should we say is 
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the disjunctive normal form of a contradiction, such as 'A&-A'? We will 
allow repetitions of sentence letters with and without negation signs, so 
that, again, 'A&-A' will itself already count as being in disjunctive normal 
form. 

Now we can say very simply: 

A sentence is in Disjunctive Normal Fonn if it is a disjunction, the disjuncts of 
which are themselves conjunctions of sentence letters and negated sentence 
letters. In this characterization we allow as a special case that a disjunction 
may have only one disjunct and a conjunction may have only one conjunct. 

For any sentence, X, of sentence logic, the disjunctive normal form of X is 
given by a sentence Y if Y is in disjunctive normal form and is logically 
equivalent to X. Except for contradictions, the disjunctive normal form of a 
sentence is the sentence's truth table expressed in sentence logic. 

The fact that every sentence of sentence logic is logically equivalent to 
a sentence in disjunctive normal form helps to show something interesting 
about the connectives. All our sentences are put together using '&', 'v', 
and '-'. But are these connectives all we really need? Could we say new 
things if we added new connectives? The answer is no, if we limit our- 
selves to sentences which can be given in terms of a truth table. Because 
we can write any truth table in disjunctive normal form, using only '&', 'v' 
and '-', anything which we can express using a truth table we can express 
using just these three connectives. In other words, '&', 'v', and '-' are 
enough if we limit ourselves to a logic all the sentences of which are truth 
functions of atomic sentence letters. We say that '&', 'v', and '-' are, to- 
gether, Expressively Complete. For given the truth table of any sentence 
which we might want to write, we can always write it with a sentence in 
disjunctive normal form. 

Even more interestingly, '&', 'v' and '-' are more than we need. Using 
De Morgan's laws and double negation, we can always get rid of a con- 
junction in favor of a disjunction and some negation signs. And we can 
always get rid of a disjunction in favor of a conjunction and some nega- 
tion signs. (Do you see how to do this?) Thus any sentence which can 
be represented by a truth table can be expressed using just '&' and '-'. 
And any such sentence can be expressed using just 'v' and '-'. So '&' 
and '-' are expressively complete, and 'v' and '-' are also expressively 
complete. 

We have just seen that anything that can be represented with truth 
tables can be expressed with a sentence using just two connectives. Could 
we make d o  with just one connective? Clearly, we can't make do with just 
'&', with just 'v', or with just '-'. (Can you see why?) But perhaps we could 
introduce a new connective which can do everything all by itself. Consider 
the new connective 'I*, called the Sheffer Stroke, defined by 

Work out the truth table and you will see that XIX is logically equivalent 
to -X. Similarly, you can prove that (X(Y)((X(Y) is logically equivalent to 
XVY. With this new fact, we can prove that 'I' is expressively complete. We 
can express any truth function in disjunctive normal form. Using De Mor- 
gan's law and the law of double negation, we can get rid of the '&'s in the 
disjunctive normal form. So we can express any truth function using just 
'v' and '-'. But now for each negation we can substitute a logically equiv- 
alent expression which uses just '1'. And for each disjunction we can also 
substitute a logically equivalent expression which uses just '1'. The final 
result uses 'I' as its only connective. Altogether, the sentence in disjunctive 
normal form has been transformed into a logically equivalent sentence 
using just '1'. And because any truth function can be put in disjunctive 
normal form, we see that any truth function, that is, any sentence which 
could be given a truth table definition, can be expressed using just '1'. 

The important idea here is that of expressive completeness: 

A connective, or set of connectives, is Expessiuely Complete for truth functions 
if and only if every truth function can be represented using just the connec- 
tive or connectives. 

Actually, the really important idea is that of a truth function. Understand- 
ing expressive completeness for truth functions will help to make sure 
you have the idea of a truth function clearly in mind. 

EXERCISES 

3-81 Put the following sentences in disjunctive normal form. You 
can do this most straightforwardly by writing out truth tables for the 
sentences and then reading off the disjunctive normal form from 
the truth tables. Be sure you know how to work the problems this 
way. But you might have more fun trying to put a sentence in dis- 
junctive normal form by following this procedure: First, apply De 
Morgan's laws to drive all negations inward until negation signs ap- 
ply only to sentence letters. Then use other laws to get the sentence 
in the final disjunctive normal form. 



3-9. Suppose you are given a sentence in which 'v' occurs. Explain 
in general how you can write a logically equivalent sentence in 
which 'v' does not occur at all. Similarly, explain how a sent- 
ence in which '&' occurs can be replaced by a logically equivalent 
sentence in which '&' does not occur. (Hint: You will, need to appeal 
to De Morgan's laws.) 

3-10. Define a new connective, I*', as representing the following 
truth function: 

case 1 
case 2 
case 3 
case 4 t 

Show that '*' is'expressively complete. 

3-1 1. Show that '&' is not expressively complete. That is, give a truth 
function and show that this truth function cannot be expressed by 
using '82 as the only connective. Similarly, show that 'v' is not ex- 
pressively complete and show that '-' is not expressively complete. 
(You may find this problem hard, but please take a few minutes to 
try to work it.) 

CHAPTER SUMMARY EXERCISE 

Once again, you will find below the important terms which I have 
introduced in this chapter. Make sure you understand all of them 
by writing out a short explanation of each. You should refer to the 
text to make sure that you have correctly explained each term. 
Please keep your explanations of these terms in your notebook for 
reference and review. 

a) Logical Equivalence 
b) Venn Diagram 
c) Law of Double Negation 
d) De Morgan's Laws 
e) Distributive Laws 

f )  Law of Substitution of Logical Equivalents 
g) Law of Transitivity of Logical Equivalence 

h) Commutative Laws 
i) Associative Law 
j) Law of Redundancy 
k) LogicalTruth 
1) Contradiction 
m) Law of Logically True Conjunct 
n) Law of Contradictory Disjunct 

If you have read section 3-4, also explain 

o) Disjunctive Normal Form 
p) Expressively Complete 
q) Sheffer Stroke 



Validity 
and Conditionals 

4-1. VALIDITY 

Consider the following argument: 

AvB Adam loves Eve or Adam loves Bertha. 
-A Adam does not love Eve. 

6 Adam loves Bertha. 

If you know, first of all, that either 'A' or 'B' is true, and in addition you 
know that 'A' itself is false; then clearly, 'B' has to be true. So from 'AvB' 
and '-A' we can conclude 'B'. We say that this argument is Valid, by 
which we mean that, without fail, if the premises are true, then the con- 
clusion is going to turn out to be true also. 

Can we make this idea of validity more precise? Yes, by using some of 
the ideas we have developed in the last three chapters. (Indeed one of the 

- main reasons these ideas are important is that they will help us in making 
the notion of validity very precise.) Let us write out a truth table for all 
the sentences appearing in our argument: 
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case 1 
case 2 
case 3 
case 4 

We know that cases 1 through 4 constitute all the ways in which any of 
the sentences in the argument may turn out to be true or false. This 
enables us to explain very exactly what we mean by saying that, without 
fail, if the premises are true, then the conclusion is going to turn out to 
be true also. We interpret this to mean that in each possible case (in each 
of the cases 1 through 4), if the premises are true in that q e ,  then the 
conclusion is true in that case. In other words, in all cases in which the 
premises are true, the conclusion is also true. In yet other words: 

To say that an argument (expressed with sentences of sentence logic) is Valid 
is to say that any assignment of tmth values to sentence letters which makes 
all of the premises true also makes the conclusion true. 

4-2. INVALIDITY AND COUNTEREXAMPLES 

Let's look at an example of an Invalid argument (an argument which is 
not valid): 

A - 
*case 1 t 
*case 2 t 
case 3 f 
case 4 f 

Counterexample 

I have set up a truth table which shows the argument to be invalid. First 
I use a '*' to mark each case in which the premises are all true. In one of 
these cases (the second) the conclusion is false. This is what can't happen 
in a valid argument. So the argument is invalid. I will use the term Coun- 
terexample for a case which in this way shows an argument to be invalid. A 
counterexample to an argument is a case in which the premises are true 
and the conclusion is false. 

In fact, we can use this idea of a counterexample to reword the defini- 



tion of validity. To say that an argument is valid is to say that any assign- 
ment of truth values to sentence letters which makes all of the premises 
true also makes the conclusion true. We reword this by saying: An argu- 
ment is valid just in case there is no possible case, no assignment of truth 
values to sentence letters, in which all of the premises are true and the 
conclusion is false. To be valid is to rule out any such possibility. We can 
break up this way of explaining validity into two parts: 

A Countmexampk to a sentence logic argument is an assignment of truth 
values to sentence letters which makes all of the premises true and the con- 
clusion false. 

An argument is Valid just in case there are no counterexamples to it. 

Now let us reexpress an of this using sentences of sentence logic and 
the idea of logical truth. Let us think of an argument in which X is the 
conjunction of an the premises and Y is the conclusion. X and Y might 
be very complicated sentences. The argument looks like this: 

X - 
Y 

I will express an argument such as this with the words "X. Therefore Y". 
A counterexample to such an argument is a case in which X is true and 

Y is false, that is, a case in which X&-Y is true. So to say that there are 
no possible cases in which there is a counterexample is to say that in all 
possible cases X&-Y is false, or, in all possible cases -(X&-Y) is true. 
But to say this is just to say that -(X&-Y) is a logical truth. The grand 
conclusion is that 

The argument "X. Therefore Y is valid just in case the sentence -(X&-Y) 
is a logical truth. 

4-3. SOUNDNESS 

Logic is largely about validity. So to understand clearly what much of the 
rest of this book is about, you must clearly distinguish validity from some 
other things. 

If I give you an argument by asserting to you something of the form 
"X. Therefore Y", I am doing two different things. First, I am asserting 

- the premise or premises, X. Second, I am asserting to you that from these 
premises the conclusion, Y follows. 

To see clearly that two different things are going on here, consider that 
there are two ways in which I could be mistaken. It could turn out that I 

am wrong about the claimed truth of the premises, X. Or I could be 
wrong about the 'therefore'. That is, I could be wrong that the conclusion, 
Y, validly follows from the premises, X To daim that X is true is one 
thing. It is quite another thing to make a daim corresponding to the 
'therefore', that the argument is valid, that is, that there is no possible 
case in which the premises are true and the conclusion is false. 

Some further, traditional terminology helps to emphasize this distinc- 
tion. If I assert that the argument, "X. Therefore Y", is valid, I assert 
something about the relation between the premises and the conclusion, 
that in all lines of the truth table in which the premises all turn out true, 
the conclusion turns out true also. In asserting validity, I do not assert 
that the premises are in fact true. But of course, I can make this further 
assertion. To  do so is to assert that the argument is not only valid, but 
Sound: 

An argument is Sound just in case, in addition to being valid, all its premises 
are true. 

Logic has no special word for the case of a valid argument with false 
premises. 

To emphasize the fact that an argument can be valid but not sound, 
here is an example; 

Teller is ten feet tall or Teller has never taught logic. AvB 
Teller is not ten feet tall. -A - 
Teller has never taught logic. B 

Viewed as atomic sentences, 'Teller is ten feet tall.' and 'Teller has never 
taught logic.' can be assigned truth values in any combination, so that the 
truth table for the sentences of this argument looks exactly like the truth 
table of section 4-1. The argument is perfectly valid. Any assignment of 
truth values to the qtomic sentences in which the premises both come out 
true (only case 3) is an assignment in which the conclusion comes out true 
also. But there is something else wrong with the argument of the present 
example. In the real world, case 3 does not in fact apply. The argument's 
first premise is, in fact, false. The argument is valid, but not sound. 

I EXERCISES 

4-1. Give examples, using sentences in English, of arguments of 
each of the following kind. Use examples in which it is easy to tell 
whether the premises and the conclusion are in fact (in real life) true 
or false. 
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a) A sound argument 

b) A valid but not sound argument with a true conclusion 

C) A valid but not sound argument with a false conclusion 

d) An argument which is not valid (an invalid argument) all the 
premises of which are true 

e) An invalid argument with one or more false premises 

4-2. Use truth tables to determine which of the following arguments 
are valid. Use the following procedure, showing all your work: First 
write out a truth table for all the sentences in the argument. Then 
use a '*' to mark all the lines of the truth table in which all of the 
argument's premises are true. Next look to see whether the conclu- 
sion is true in the *ed lines. If you find any *ed lines in which the 
conclusion is false, mark these lines with the word 'counterexample'. 
You know that the argument is valid if and only if there are no 
counterexamples, that is, if and only if all the cases in which all the 
premises are true are cases in which the conclusion is also true. 
Write under the truth table whether the argument is valid or invalid 
(i.e., not valid). 

a) -(A&B) b) -AvB c) AvB d) AvB e) A 
-A A - BvA -AvB Bv-C - - - 
-6 B A A (A&BMA&-C) 

4-3. Show that X is logically equivalent to Y if and only if the argu- 
ments "X. therefore Y and "Y. Therefore X" are both valid. 

4-4. THE CONDITIONAL 

In section 4-2 we saw that the argument, "X. Therefore Y", is intimately 
related to the truth function -(X&-Y). This truth function is so impor- 
tant that we are going to introduce a new connective to represent it. We 
will define X>Y to be the truth function which is logically equivalent to 
-(X&-Y). You should learn its truth table definition: 

Truth table 
definition 
of 3 t 

Again, the connection between X>Y and the argument "X Therefore Y 
is that X3Y is a logical truth just in case the argument "X Therefore Y 

1 is valid. 

Logicians traditionally read a sentence such as 'A3B' with the words 'If 
A, then B', and the practice is to transcribe ' I f .  . . then . . .' sentences 
of English by using '3'. So (to use a new example) we would transcribe 'If 
the cat is on the mat, then the cat is asleep.' as 'A3B'. 

In many ways, this transcription proves to be problematic. To  see why, 
let us forget '3' for a moment and set out afresh to define a truth func- 
tional connective which will serve as a transcription of the English ' If .  . . 
then . . .': 

(In the next two paragraphs, think of the 
example, 'If the cat is on the mat, then the cat is 
asleep.') 

case 2 

case case 4 % 
That is, by choosing t or f for each of the boxes under 'If A then B' in 
the truth table, we want to write down a truth function which says as 
closely as possible what 'If A then B' says in English. 

The only really clear-cut case is case 2, the case in which the cat is on 
the mat but is not asleep. In this circumstance, the sentence 'If the cat is 
on the mat, then the cat is asleep.' is most assuredly false. SO we have to 
put f for case 2 in the column under 'If A then B'. If the cat is both on 
the mat and is asleep, that is, if we have case 1, we may plausibly take the 
conditional sentence to be true. So let us put t for case 1 under 'If A then 
B'. But what about cases 3 and 4, the two cases in which A is false? If the 
cat is not on the mat, what determines whether or not the conditional, 'If 
the cat is on the mat, then the cat is asleep.', is true or false? 

Anything we put for cases 3 and 4 is going to give us problems. Sup- 
pose we put t for case 3. This is to commit ourselves to the following: 
When the cat is not on the mat and the cat is asleep somewhereklse, then 
the conditional, 'If the cat is on the mat, then the cat is asleep.', is true. 
But suppose we have sprinkled the mat with catnip, which always makes 
the cat very lively. Then, if we are going to assign the conditional a truth 
value at all, it rather seems that it should count as false. On the other 
hand, if we put f for case 3, we will get into trouble if the mat has a cosy 
place by the fire which always puts the cat to sleep. For then, if we assign 
a truth value at all, we will want to say that the conditional is true. Similar 
examples show that neither t nor f will always work for case 4. 

Our problem has a very simple source: ' If .  . . then . . .' in English can 
be used to say various things, many of which are not truth functional. 
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Whether or not an ' I f .  . . then . . .' sentence of English is true or false 
in these nontruth functional uses depends on more than just the truth 
values of the sentences which you put in the blanks. The truth of 'If you 
are five feet five inches tall, then you will not be a good basketball player.' 
depends on more than the truth or falsity of 'You are five feet five inches 
tall.' and 'You will not be a good basketball player.' It depends on the fact 
that there is some factual, nonlogical connection between the truth and 
falsity of these two component sentences. 

In many cases, the truth or falsity of an English ' If .  . . then . . .' sen- 
tence depends on a nonlogical connection between the truth and falsity 
of the sentences which one puts in the blanks. The connection is often 
causal, temporal, or both. Consider the claim that 'If you stub your toe, 
then it will hurt.' Not only does assertion of this sentence claim that there 
is some causal connection between stubbing your toe and its hurting, this 
assertion also claims that the pain will come after the stubbing. However, 
sentence logic is insensitive to such connections. Sentence logic is a theory 
only of truth functions, of connectives which are defined entirely in terms 
of the truth and falsity of the component sentences. So no connective 
defined in sentence logic can give us a good transcription of the English 
' If .  . . then . . .' in all its uses. 

What should we do? Thus far, one choice for cases 3 and 4 seems as 
good (or as bad) as another. But the connection between the words '. . . 
therefore . . .' and ' I f .  . . then . . .' suggests how we should make up 
our minds. When we use ' If .  . . then . . .' to express some causal, tem- 
poral, or other nonlogical connection between things in the world, the 
project of accurately transcribing into sentence logic is hopeless. But when 
we use 'If. . . then . . .' to express what we mean by '. . . therefore . . .' 
our course should be clear. To assert "X. Therefore Y", is to advance the 
argument with X as premise(s) and Y as conclusion. And to advance the 
argument, "X Therefore Y ,  is (in addition to asserting X) to assert that 
the present case is not a counterexample; that is, it is to assert that the 
sentence -(X&-Y) is true. In particular, if the argument, "X. Therefore 
Y", is valid, there are no counterexamples, which, as we saw, comes to the 
same thing as -(X&-Y) being a logical truth. 

Putting these facts together, we see that when "If X then Y" conveys 
what the 'therefore' in "X. Therefore Y conveys, we can transcribe the 
"If X then Y' as -(X&-Y), for which we have introduced the new symbol 
X>Y. In  short, when ' If .  . . then . . .' can be accurately transcribed into 
sentence logic at all, we need to choose t for both cases 3 and 4 to give us 
the truth table for X3Y defined as -(X&-Y). 

Logicians recognize that '3' is not a very faithful transcription of 'If 
. . . then . . .' when 'If . . . then . . .' expresses any sort of nonlogical 
connection. But since '3 agrees with 'If.  . . then . . .' in the clear case 2 
and the fairly clear case I, '3' is going to be at least as good a transcrip- 

tion as any alternative. And the connection with arguments at least makes 
'3' the right choice for cases 3 and 4 when there is a right choice, that is, 
when ' If .  . . then . . .' means '. . . therefore . . .'. 

We have labored over the introduction of the sentence logic connective 
'3'. Some logic texts just give you its truth table definition and are done 
with it. But logicians use the '3' so widely to transcribe the English 'If.  . . 
then . . .' that you should appreciate as clearly as possible the (truth func- 
tional) ways in which '3' does and the (nontruth functional) ways in which 
'3' does not correspond to ' If .  . . then . . .'. 

In these respects, the English 'and' and 'or' seem very different. 'And' 
and 'or' seem only to have truth functional aspects, so that they seem to 
correspond very closely to the truth functionally defined '&' and 'v'. Now 
that you have been through some consciousness raising about how En- 
glish can differ from logic in having nontruth functional aspects, it is time 
to set the record straight about the 'and' and 'or' of English. 

Surely, when I assert, 'Adam exchanged vows with Eve, and they be- 
came man and wife.' I do more than assert the truth of the two sentences 
'Adam exchanged vows with Eve.' and 'They became man and wife.' I 
assert that there is a connection, that they enter into the state of matri- 
mony as a result of exchanging vows. Similarly, if I yell at you, 'Agree 
with me or I'll knock your block off!' I do more than assert that either 
'You will agree with me' or 'I will knock your block off is true. I assert 
that nonagreement will produce a blow to your head. In these examples 
'and' and 'or' convey some causal, intentional, or conventional association 
which goes above and beyond the truth functional combination of the 
truth values of the component sentences. 'And' can likewise clearly ex- 
press a temporal relation which goes beyond the truth values of the com- 
ponents. When I say, 'Adam put on his seat belt and started the car.' I 
assert not only that 'Adam put Gn his seat belt.' and 'He started the car.' 
are both true. I also assert that the first happened before the second. 

Although 'and', 'or', and 'If.  . . then . . .' all have their nontruth func- 
tional aspects, in this respect ' If .  . . then . . .' is the most striking. '3' is 
much weaker than ' If .  . . then . . .', inasmuch as '3' leaves out all of the 
nontruth functional causal, temporal, and other connections often con- 
veyed when we use ' If .  . . then . . .'. Students sometimes wonder: If '>' 
(and '&' and 'v') are so much weaker than their English counterparts, why 
should we bother with them? The answer is that although truth functional 
sentence logic will only serve to say a small fraction of what we can say in 
English, what we can say with sentence logic we can say with profound 
clarity. In particular, this clarity serves as the basis for the beautifully clear 
exposition of the nature of deductive argument. 

When the language of logic was discovered, its clarity so dazzled philos- 
ophers and logicians that many hoped it would ultimately replace English, 
at least as an all-encompassing exact language of science. Historically, it 



took decades to realize that the clarity comes at the price of important 
expressive power. 

But back to '3'. 

Here are some things you are going to need to know about the connec- 
tive '3': 

A sentence of the form X>Y is called a Conditiuml. X is called its Antecedmt 
and Y is called its Consequent. 

Look at the truth table definition of X3Y and you will see that, unlike 
conjunctions and disjunctions, conditions are not symmetric. That is, 
X>Y is not logically equivalent to Y3X. So we need names to distinguish 
between the components. This is why we call the first component the an- 
tecedent and the second component the consequent (not the conclusion- 
a conclusion is a sentence in an argument). 

Probably you will most easily remember the truth table definition of the 
conditional if you focus on the one case in which it is false, the one case 
in which the conditional always agrees with English. Just remember that 
a conditional is false if the antecedent is true and the consequent is false, 
and true in all other cases. Another useful way for thinking about the 
definition is to remember that if the antecedent of a conditional is false, 
then the whole conditional is true whatever the truth value of the conse- 
quent. And if the consequent is true, then again the conditional is true, 
whatever the truth value of the antecedent. 

Finally, you should keep in mind some logical equivalences: 

The Law of the Conditional (C): X>Y is logically equivalent to -(X&-Y) 
and (by De Morgan's law) to -XVY. 

The Law ofContraposition (CP): X>Y is logically equivalent to -Y>-X. 

4-5. THE BICONDITIONAL 

We introduce one more connective into sentence logic. Often we will want 
to study cases which involve a conjunction of the form (X>Y)&(Y>X). 
This truth function of X and Y occurs so often in logic that we give it its 
own name, the Biconditional, which we write as XGY. Working out the 
truth table of (X>Y)&(Y>X) we get as our definition of the biconditional: 

Truth table 

Because a biconditional has a symmetric definition, we don't have dif- 
ferent names for its components. We just call them 'components'. You will 
remember this definition most easily by remembering that a biconditional 
is true if both components have the same truth value (both true or both 
false), and it is false if the two components have different truth values 
(one true, the other false). We read the biconditional XEY with the words 
'X if and only if Y. With the biconditional, we get into much less trouble 
with transcriptions between English and sentence logic than we did with 
the conditional. 

Given the way we define '=', we have the logical equivalence: 

The Law of the Biconditiuml ( B ) :  XEY is logically equivalent to 
(X>Y)&(Y>X). 

Remember that the conditional, X3Y, is a logical truth just in case the 
corresponding argument, "X. Therefore Y ,  is valid. Likewise, there is 
something interesting we can say about the biconditional, X=Y, being a 
logical truth: 

X=Y is a logical truth if and only if X and Y are logically equivalent. 

Can you see why this is true? Suppose X=Y is a logical truth. This means 
that in every possible case (for every assignment of truth values to sen- 
tence letters) XEY is true. But XEY is true only when its two components 
have the same truth value. So in every possible case, X and Y have the 
same truth value, which is just what we mean by saying that they are 
logically equivalent. On the other hand, suppose that X and Y are logi- 
cally equivalent. This just means that in every possible case they have the 
same truth value. But when X and Y have the same truth value, XPY is 
true. So in every possible case X=Y is true, which is just what is meant by 
saying that X=Y is a logical truth. 

EXERCISES 

4-4. In section 1-6 1 gave rules of formation and valuation for sen- 
tence logic. Now that we have extended sentence logic to include the 
connectives '3' and '=', these rules also need to be extended. Write 
the full rules of formation and valuation for sentence logic, where 
sentence logic may now use all of the connectives '-', '&', 'v', '>', and 
'='. In your rules, also provide for three and more place conjunc- 
tions and disjunctions as described in section 3-2 in the discussion 
of the associative law. 
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4-5. Follow the same instructions as for exercise 4-2. 

A -A B AvB 

e) (AvB)>(A&C) f )  (AvB)=(Av-C) 
CVA - BvC 

-C AvC 

4-6. For each of the following sentences, establish whether it is a 
logical truth, a contradiction, or neither. Use the laws of logical 
equivalence in chapter 3 and sections 4-3 and 4-4, and use the fact 
that a biconditional is a logical truth if and only if its components 
are logically equivalent. 

4-7. Discuss how you would transcribe 'unless' into sentence logic. 
Experiment with some examples, trying out the use of 'v', '>', and 
I = ' .  Bear in mind that one connective might work well for one ex- 
ample, another connective for another example. As you work, pay 
attention to whether or not the compound English sentences you 
choose as examples are truth functional. Report the results of your 
research by giving the following: 

a) Give an example of a compound English sentence using 'unless' 
which seems to be nontruth functional, explaining why it is not 
truth functional. 

b) Give an example of a compound English sentence using 'unless' 
which seems to be truth functional, explaining why it is truth 
functional. 

C) Give one example each of English sentences using 'unless' which 
can be fairly well transcribed into sentence logic using 'v', '>', '=', 

' giving the transcriptions into sentence logic. 

4-8. Transcribe the following sentences into sentence logic, using 
the given transcription guide: 

Adam loves Eve. 
Adam is blond. 
Eve is clever. 

D: Eve has dark eyes. 
E: Eve loves Adam. 

If Eve has dark eyes, then Adam does not love her. 

Adam loves Eve if she has dark eyes. 

If Adam loves Eve, Eve does not love Adam. 

Eve loves Adam only if he is not blond. 

Adam loves Eve if and only if she has dark eyes. 

Eve loves Adam provided he is blond. 

Provided she is clever, Adam loves Eve. 

Adam does not love Eve unless he is blond. 

Unless Eve is clever, she does not love Adam. 

If Adam is blond, then he loves Eve only if she has dark eyes. 

If Adam is not blond, then he loves Eve whether or not she has 
dark eyes. 

Adam is blond and in love with Eve if and only if she is clever. 

Only if Adam is blond is Eve both clever and in love with Adam. 

4-9. Consider the following four different kinds of nontruth func- 
tional connectives that can occur in English: 

a) Connectives indicating connections (causal, intentional, or con- 
ventional) 

b) Modalities (what must, can, or is likely to happen) - - 
c) So-called "propositional attitudes," having to do with what people 

know, believe, think, hope, want, and the like 

d) Temporal connectives, having to do with what happens earlier, 
later, or at the same time as something else. 

Give as many English connectives as you can in each category. Keep 
in mind that some connectives will go in more than one category. 
('Since' is such a connective. What two categories does it go into?) 
To get you started, here are some of these connectives: 'because', 
'after', 'more likely than', 'Adam knows that', 'Eve hopes that'. 



CHAPTER SUMMARY EXERCISES 

Give brief explanations for each of the following. As usual, check 
your explanations against the text to make sure you get them right, 
and keep them in your notebook for reference and review. 

Valid 
Invalid 
Counterexample 
Sound 

Conditional 
Biconditional 
Law of the Conditional 

Law of Contraposition 
Law of the Biconditional 



Natural Deduction 
for Sentence Logic 

Fundamentals 

5-1. THE IDEA OF NATURAL DEDUCTION 

In chapter 4 you learned that saying an argument is valid means that any 
case which makes all of the argument's premises true also makes its con- 
clusion true. And you learned how to test for validity by using truth ta- 
bles, by exhaustively checking all the relevant cases, that is, all the lines of 
the truth table. But truth tables are horribly awkward. It would be nice to 
have a way to check validity which looked more like the forms of argu- 
ment we know from everyday life. 

Natural deduction does just that. When we speak informally, we use 
many kinds of valid arguments. (I'll give some examples in a moment.) 
Natural deduction makes these familiar forms of argument exact. It also 
organizes them in a system of valid arguments in which we can represent 
absolutely any valid argument. 

Let's look at some simple and, I hope, familiar forms of argument. S u p  
pose I know (say, because I know Adam's character) that if Adam loves 
Eve, then he will ask Eve to many him. I then find out from Adam's best 
friend that Adam does indeed love Eve. Being a bright fellow, I immedi- 
ately conclude that a proposal is in the offing. In so doing I have used 
the form of argument traditionally called 'modus ponens', but which I am 
going to call Conditional Elimination. 
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Conditional Elimination 

Logicians call such an argument form a Rule of Inference. If, in the 
course of an argument, you are given as premises (or you have already 
concluded) a sentence of the form X3Y and the sentence X, you may 
draw as a conclusion the sentence Y. This is because, as you can check 
with a truth table, in any case in which sentences of the form X3Y and X 
are both true, the sentence Y will be true also. You may notice that I have 
stated these facts, not for some particular sentences 'AIB', 'A', and 'B', 
but for sentence forms expressed with boldfaced 'X' and 'Y'. This is to 
emphasize the fact that this form of argument is valid no matter what 
specific sentences might occur in the place of 'X' and 'Y'. 

Here is another example of a very simple and common argument form, 
or rule of inference: 

Disjunction Elimination 

If I know that either Eve will marry Adam or she will marry no one, and 
I then somehow establish that she will not marry Adam (perhaps Adam 
has promised himself to another), I can conclude that Eve will marry no 
one. (Sorry, even in a logic text not all love stories end happily!) Once 
again, as a truth table will show, this form of argument is valid no matter 
what sentences occur in the place of 'X' and in the place of 'Y'. 

Though you may never have stopped explicitly to formulate such rules 
of argument, all of us use rules like these. When we argue we also do 
more complicated things. We often give longer chains of argument which 
start from some premises and then repeatedly use rules in a series of 
steps. We apply a rule to premises to get an intermediate conclusion. And 
then, having established the intermediate conclusion, we can use it (often 
together with some of the other original premises) to draw further con- 
clusions. 

Let's look at an example to illustrate how this process works. Suppose 
you are given the sentences 'AIB', 'B3C1, and 'A' as premises. You are 

- asked to show that from these premises the conclusion 'C' follows. How 
can you do this? 

It's not too hard. From the premises 'A3B' and 'A', the rule of condi- 
tional elimination immediately allows you to infer 'B': 

But now you have 'B' available in addition to the original premise 'B3C'. 
From these two sentences, the rule of conditional elimination allows you 
to infer the desired conclusion 'C': 

I hope this example is easy to follow. But if I tried to write out an 
example with seven steps in this format, things would get impossibly con- 
fusing. We need a streamlined way of writing chains of argument. 

The basic idea is very simple. We begin by writing all our premises and 
then drawing a line to separate them from the conclusions which follow. 
But now we allow ourselves to write any number of conclusions below the 
line, as long as the conclusions follow from the premises. With some fur- 
ther details, which I'll explain in a minute, the last example looks like this: 

Lines 1 through 5 constitute a Dniuation of conclusions 4 and 5 from 
premises 1, 2, and 3. In thinking about such a derivation, you should 
keep most clearly in mind the idea that the conclusions are supposed to 
follow from the premises, in the following sense: Any assignment of truth 
values to sentence letters which makes the premises all true will also make 
all of the conclusions true. 

In a derivation, every sentence below the horizontal line follows from 
the premises above the line. But sentences below the line may follow di- 
rectly or indirectly. A sentence follows directly from the premises if a rule 
of inference applies directly to premises to allow you to draw the sentence 
as a conclusion. This is the way I obtained line 4. A sentence follows in- 
directly from the premises if a rule of inference applies to some conclu- 
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sion already obtained (and possibly also to an original premise) to allow 
you to draw the sentence as a conclusion. The notation on the right tells 
you that the first three sentences are premises. It tells you that line 4 is 
Licensed (i.e., permitted) by applying the rule of conditional elimination to 
the sentence of lines 1 and 3. And the notation for line 5 tells you that 
line 5 is licensed by applying the rule of conditional elimination to the 
sentences of lines 2 and 4. 

For the moment don't worry too much about the vertical line on the 
left. It's called a Scope Line. Roughly speaking, the scope line shows what 
hangs together as one extended chain of argument. You will see why 
scope lines are useful when we introduce a new idea in the next section. 

You should be sure you understand why it is legitimate to draw conclu- 
sions indirectly from premises, by appealing to previous conclusions. 
Again, what we want to guarantee is that any case (i.e., any assignment of 
truth values to sentence letters) which makes the premises true will also 
make each of the conclusions true. We design the rules of inference so 
that whenever they apply to sentences and these sentences happen to be 
true, then the conclusion licensed by the rule will be true also. For short, 
we say that the rules are Truth Preseruing. 

Suppose we have a case in which all of the premises are true. We apply 
a rule to some of the premises, and because the rule is truth preserving, 
the conclusion it licenses will, in our present case, also be true. (Line 4 in 
the last example illustrates this.) But if we again apply a rule, this time to 
our first conclusion (and possibly some premise), we are again applying a 
rule to sentences which are, in the present case, all true. So the further 
conclusion licensed by the rule will be true too. (As an illustration, look at 
line 5 in the last example.) In this way, we see that if we start with a case 
in which all the premises are true and use only truth preserving rules, all 
the sentences which follow in this manner will be true also. 

T o  practice, let's try another example. We'll need a new rule: 

Disjunction Introduction 

x vl - 
XvY 

which says that if X is true, then so is XVY. If you recall the truth table 
definition of 'v', you will see that disjunction introduction is a correct, 
truth preserving rule of inference. The truth of even one of the disjuncts 
in a disjunction is enough to make the whole disjunction true. So if X is - true, then so is XVY, whatever the truth value of Y. 

Let's apply this new rule, together with our two previous rules, to show 

that from the premises 'A>-B', 'BvC', and 'A', we can draw the conclu- 
sion 'CvD'. But first close the book and see if you can do it for yourself. 

The derivation looks like this: 

The sentence of line 4 (I'll just say "line 4" for short) is licensed by apply- 
ing conditional elimination to lines 1 and 3. Line 5 is licensed by applying 
disjunction elimination to lines 2 and 4. Finally, I license line 6 by apply- 
ing disjunction introduction to line 5. 

EXERCISES 

5-1. For each of the following arguments, provide a derivation 
which shows the argument to be valid. That is, for each argument 
construct a derivation which uses as premises the argument's prem- 
ises and which has as final conclusion the conclusion of the argu- 
ment. Be sure to number and annotate each step as I have done with 
the examples in the text. That is, for each conclusion, list the rule 
which licenses drawing the conclusion and the line numbers of the 
sentences to which the rule applies. 
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Many of you have probably been thinking: So far, we have an "introduc- 
tion" and an "elimination" rule for disjunction and just an "elimination" 
rule for the conditional. I bet that by the time we're done we will have 
exactly one introduction and one elimination rule for each connective. 
That's exactly right. Our next job is to present the introduction rule for 
the conditional, which involves a new idea. 

How can we license a conclusion of the form X>Y? Although we could 
do this in many ways, we want to stick closely to argument forms from 
everyday life. And most commonly we establish a conclusion of the form 
X>Y by presenting an argument with X as the premise and Y as the 
conclusion. For example, I might be trying to convince you that if Adam 
loves Eve, then Adam will marry Eve. I could do this by starting from the 
assumption that Adam loves Eve and arguing, on that assumption, that 
matrimony will ensue. Altogether, I will not have shown that Adam and 
Eve will get married, because in my argument I used the unargued as- 
sumption that Adam loves Eve. But I will have shown that if Adam loves 
Eve, then Adam will marry Eve. 

Let's fill out this example a bit. Suppose that you are willing to grant, 
as premises, that if Adam loves Eve, Adam will propose to Eve ('A>B'), 
and that if Adam proposes, marriage will ensue ('BIG'). But neither you 
nor I have any idea whether or  not Adam does love Eve (whether 'A' is 
true). For the sake of argument, let's add to our premises the temporary 
assumption, 'A', which says that Adam loves Eve, and see what follows. 
Assuming 'A', that Adam loves Eve, we can conclude 'B' which says that 
Adam will propose (by conditional elimination, since we have as a premise 
'A>B', that if Adam loves Eve, he will propose). And from the conclusion 
'B', that Adam will propose, we can further conclude 'C', that marriage 
will ensue (again by conditional elimination, this time appealing to the 
premise 'B>C', that proposal will be followed by marriage). So, on the 
temporary assumption 'A', that Adam loves Eve, we can conclude 'C', that 
marriage will ensue. But the assumption was only temporary. We are not 
at all sure that it is true, and we just wanted to see what would follow 
from it. So we need to discharge the temporary assumption, that is, re- 
state what we can conclude from our permanent premises without making 
the temporary assumption. What is this? Simply 'A>C', that if Adam loves 
Eve, marriage will ensue. 

Presenting this example in English takes a lot of words, but the idea is 
in fact quite simple. Again, we badly need a streamlined means of repre- 
senting what is going on. In outline, we have shown that we can establish 
a conditional of the form X>Y not on the basis of some premises (or not 
from premises alone), but on the strength of an argument. We need to 
write down the argument we used, and, after the whole argument, write 
down the sentence which the argument establishes. We do it like this: 

-L 

8 1 ~ 3 ~  3-7,  Conditional Introduction (31) 

For right now, don't worry about where lines 4 and 5 came from. Focus 
on the idea that lines 3 through 7 constitute an entire argument, which 
we call a Subderivation, and the conclusion on line 8 follows from the fact 
that we have validly derived 'C' from 'A'. A subderivation is always an 
integral part of a larger, or Outer Derivation. Now you can see why I have 
been using the vertical scope lines. We must keep outer derivations and 
subderivations separated. A continuous line to the left of a series of sen- 
tences indicates to you what pieces hang together as a derivation. A deri- 
vation may have premises, conclusions, and subderivations, which are full- 
fledged derivations in their own right. 

A subderivation can provide the justification for a new line in the outer 
derivation. For the other rules we have learned, a new line was justified 
by applying a rule to one or  two prior lines. Our new rule, conditional 
introduction (>I), justifies a new line, 8 in our example, by appealing to 
a whole subderivation, 3-7 in our example. When a rule applies to two 
prior lines, we list the line numbers separated by commas-in the exam- 
ple line 6 is licensed by applying 3 E  to lines 3 and 4. But when we justify 
a new line (8 in our example) by applying a rule (here, >I) to a whole 
subderivation, we cite the whole subderivation by writing down its inclu- 
sive lines numbers (3-7 in our example). 

Now, where did lines 4 and 5 come from in the example, and why did 
I start numbering lines with 3? I am trying to represent the informal 
example about Adam and Eve, which started with the real premises that 
if Adam loves Eve, Adam will propose (A>B), and that if Adam proposes, 
they will marry (B>C). These are premises in the original, outer deriva- 
tion, and I am free to use them anywhere in the following argument, 
including in any subderivation which forms part of the main argument. 
Thus the whole derivation looks like this: 

L 

8 1 ~ 3 ~  3-7, Conditional Introduction (31) 
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I am licensed to enter lines 4 and 5 in the subderivation by the rule: 

Reiteration: If a sentence occurs, either as a premise or as a conclusion in a 
derivation, that sentence may be copied (reiterated) in any of that deriva- 
tion's lower subderivations, or lower down in the same derivation. 

In the present example, 'A>B' and ' B X '  are assumed as premises of the 
whole argument, which means that everything that is supposed to follow 
is shown to be true only on the assumption that these original premises 
are true. Thus we are free to assume the truth of the original premises 
anywhere in our total argument. Furthermore, if we have already shown 
that something follows from our original premises, this conclusion will be 
true whenever the original premises are true. Thus, in any following sub- 
derivation, we are free to use any conclusions already drawn. 

At last I can give you the full statement of what got us started on this 
long example: the rule of Conditional Introduction. We have been looking 
only at a very special example. The same line of thought applies whatever 
the details of the subderivation. In the following schematic presentation, 
what you see in the box is what you must have in order to apply the rule 
of conditional introduction. You are licensed to apply the rule when you 
see something which has the form of what is in the box. What you see in 
the circle is the conclusion which the rule licenses you to draw. 

Conditional Introduction 

1 @ Conditional Introduction (31) 

In words: If you have, as part of an outer derivation, a subderivation with 
assumption X and final conclusion Y, then X3Y may be entered below the 
subderivation as a further conclusion of the outer derivation. The subderi- 
vation may use any previous premise or conclusion of the outer derivation, 
entering these with the reiteration rule. 

You will have noticed that the initial sentences being assumed in an 
outer, o r  main, derivation get called "premises," while the initially as- 

sumed sentence in a subderivation gets called an "assumption." This is 
because the point of introducing premises and assumptions is slightly dif- 
ferent. While we are arguing, we appeal to premises and assumptions in 
exactly the same way. But premise? always stay there. The final conclusion 
of the outer derivation is guaranteed to be true only in those cases in 
which the premises are true. But an assumption introduced in a subderi- 
vation gets Discharged. 

This is just a new word for what we have been illustrating. The point 
of the subderivation, beginning with assumption X and ending with final 
conclusion Y, is to establish X>Y as part of the outer derivation. Once 
the conclusion, X>Y, has been established and the subderivation has 
been ended, we say that the assumption, X, has been discharged. In 
other words, the scope line which marks the subderivation signals that we 
may use the subderivation's special assumption only within that subderi- 
vation. Once we have ended the subderivation (indicated with the small 
stroke at the bottom of the vertical line), we are not, in the outer deriva- 
tion, subject to the restriction that Xis assumed to be true. If the premises 
of the original derivation are true, X>Y will be true whether X is true or 
not. 

It's very important that you understand why this last statement is cor- 
rect, for understanding this amounts to understanding why the rule for 
conditional introduction works. Before reading on, see if you can state 
for yourself why, if the premises of the original derivation are true, and 
there is a subderivation from X as assumption to Y as conclusion, X>Y 
will be true whether or not X is true. 

The key is the truth table definition of X>Y. If X is false, X>Y is, by 
definition, true, whatever the truth value of Y. So we only have to worry 
about cases in which X is true. If X is true, then for X>Y to be true, we 
need Y to be true also. But this is just what the subderivation shows: that 
for cases in which X is true, Y is also true. Of course, if the subderivation 
used premises from the outer derivation or used conclusions that fol- 
lowed from those premises, the subderivation only shows that in all cases 
in which X and the original premises are true, Y will also be true. But 
then we have shown that X>Y is true, not in absolutely all cases, but in at 
least those cases in which the original premises are true. But that's just 
right, since we are entering X>Y as a conclusion of the outer derivation, 
subject to the truth of the original premises. 

EXERCISES 

5-2. Again, for each of the following arguments, provide a deriva- 
tion which shows the argument to be valid. Be sure to number and 
annotate each step to show its justification. All of these exercises will 
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require you to use conditional introduction and possibly other of the 
rules you have already learned. You may find the use of conditional 

introduction difficult until 'you get accustomed to it. If so, don't be 
alarmed, we're going to work on it a lot. For these problems you will 
find the following strategy very helpful: If the final conclusion which 
you are trying to derive (the "target conclusion") is a conditional, set 
up a subderivation which has as its assumption the antecedent of the 
target conclusion. That is, start your outer derivation by listing the 
initial premises. Then start a subderivation with the target conclu- 
sion's antecedent as its assumption. Then reiterate your original 
premises in the subderivation and use them, together with the 
subderivation's assumptions, to derive the consequent of the target 
conclusion. If you succeed in doing this, the rule of conditional in- 
troduction licenses drawing the target conclusion as your final con- 
clusion of the outer derivation. 

S 3 .  THE COMPLETE RULES OF INFERENCE 

We now have in place all the basic ideas of natural deduction. We need 

I only to complete the rules. So &at you will have them all in one place for 
easy reference, I will simply state them all in abbreviated form and then 
comment on the new ones. Also, I will now state all of the rules using the 

_same format. For each rule I will show a schematic derivation with one 
part in a box and another part in a circle. In the box you will find, de- 

I 
pending on the rule, either one or two sentence forms or a subderivation 

form. In the circle you will find a sentence form. To apply a given rule 
in an actual derivation, you proceed as follows: You look to see whether 
the derivation has something with the same form as what's in the box. If 
so, the rule licenses you to write down, as a new conclusion, a sentence 
with the form of what's in the circle. 

Conjunction Introduction Conjunction Elimination 

Disjunction Introduction 

Conditional lntroduction 

Biconditional Introduction 

Disjunction Elimination 

Conditional Elimination 

Biconditional Elimination 
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Negation Introduction Negation Elimination 

Reiterntion: If a sentence occurs, either as a premise or as a conclusion in a 
derivation, that sentence may be copied (reiterated) in any of that deriva- 
tion's lower subderivations, or lower down in the same derivation. 

In interpreting these schematic statements of the rules, you must re- 
member the following: When a rule applies to two sentences, as in the 
case of conjunction introduction, the two sentences can occur in either 
order, and they may be separated by other sentences. The sentences to 
which a rule applies may be premises, an assumption, or prior conclu- 
sions, always of the same derivation, that is, lying along the same scope 
line. Also, the sentence which a rule licenses you to draw may be written 
anywhere below the licensing sentences or derivation, but as part of the 
same derivation, again, along the same scope line. 

Conjunction introduction and elimination are so simple we rarely 
bother to mention them when we argue informally. But to be rigorous 
and complete, our system must state and use them explicitly. Conjunction 
introduction states that when two sentences, X and Y, appear in a deri- 
vation, in either order and whether or not separated by other sentences, 
we may conclude their conjunction, X&Y, anywhere below the two con- 
junct~. Conjunction elimination just tells us that if a conjunction of the 
form X&Y appears on a derivation, we may write either conjunct (or 
both, on different lines) anywhere lower down on the derivation. We have 
already discussed the rules for disjunction and the conditional. Here we 
need only add that in the elimination rules, the sentences to which the 
rules apply may occur in either order and may be separated by other 
sentences. For example, when applying disjunction elimination, the rule 

-applies to sentences of the form XVY and -X, in whatever order those 
sentences occur and whether or not other sentences appear between 
them. 

Biconditional introduction and elimination really just express the fact 

that a biconditional of the form XGY is logically equivalent to the con- 

junction of sentences of the form X>Y and Y>X. If the two conditionals 
appear on a derivation, whatever the order, and whether or not separated 
by other sentences, we may write the biconditional lower down as a con- 
clusion. Conversely, if a biconditional of the form X=Y appears, one may 
write lower down, as a conclusion, X>Y, Y>X, or both (on separate 
lines). 

Note that negation elimination licenses dropping a double negation, - 
and is justified by the fact that X is always logic~lly equivalent to --X. 

Negation introduction requires some comment. Once again, natural de- 
duction seeks to capture and make precise conventional forms of informal 
argument. This time we express what traditionally goes under the name 
of "reductio ad absurdum," or "reduction to the absurd." Here the idea 
is that if we begin with an assumption from which we can deduce a con- 
tradiction, the original assumption must be false. Natural deduction em- 
ploys this strategy as follows: Begin a subderivation with an assumption, 
X. If one succeeds in deriving both a sentence of the form Y and its 
negation, -Y, write the sentence of the form -X as a conclusion of the 
outer derivation anywhere below the subderivation. 

As with the other rules, you should be sure you understand why this 
rule works. Suppose in a subderivation we have drawn the conclusions Y 
and -Y from the assumption X. This is (by the rules for conjunction) 
equivalent to deriving the contradiction Y&-Y from X. Now, X must be 
either true or false. If it is true, and we have drawn from it the conclusion 
that Y&-Y, we have a valid argument from a true premise to a false 
conclusion. But that can't happen--our rules for derivations won't let that 
happen. So X must have been false, in which case -X must be true and 
can be entered as a conclusion in the outer derivation. Finally, if the sub- 
derivation has used premises or conclusions of the outer derivation, we 
can reason in exactly the same way, but subject to the restriction that we 
consider only cases in which the original premises were true. 

In annotating negation introduction, keep in mind the same consider- 
ation which applied in annotating conditional introduction. The new line 
is justified by appeal, not to any one or two lines, but to a whole argu- 
ment, represented by a subderivation. Consequently, the justification for 
the new line appeals to the whole subderivation. Indicate this fact by writ- 
ing down the inclusive line numbers of the subderivation (the first and 
last of its line numbers separated by a dash). 

In applying these rules, be sure to keep the following in mind: To ap- 
ply the rules for conditional and negation introduction, you must always 
have a completed subderivation of the form shown. It's the presence of 
the subderivation of the right form which licenses the introduction of a 
conditional or a negated sentence. To apply any of the other rules, you 
must have the input sentence or sentences (the sentence or sentences in 
the box in the rule's schematic statement) to be licensed to write the out- 
put sentence of the rule (the sentence in the circle in the schematic pre- 
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sentation). But an input sentence can itself be either a prior conclusion in 
the derivation or  an original premise or assumption. 

Incidentally, you might have been puzzled by the rule for negation in- 
troduction. The rule for negation elimination has the form "--X. There- 
fore X". Why not, you might wonder, use the rule "X. Therefore - - X  
for negation introduction? That's a good question. The rule "X. There- 
fore --X" is a correct rule in the sense that it is truth preserving. It will 
never get you a false sentence out of true ones. But the rule is not strong 
enough. For example, given the other rules, if you restrict yourself to the 
rule "X. Therefore - - X  for negation introduction, you will never be 
able to construct a derivation that shows the argument 

to be valid. We want our system of natural deduction not only to be 
Sound, which means that every derivation represents a valid argument. 
We also want it to be Complete, which means that every valid argument is 
represented by a derivation. If we use the rule "X. Therefore --X" for 
negation introduction, our system of natural deduction will not be com- 
plete. The  rules will not be strong enough to provide a correct derivation 
for every valid argument. 

5-3. Below you find some correct derivations without the annota- 
tions which tell you, for each line, which rule was used in writing the 
line and to which previous line or  lines the rule appeals. Copy the 
derivations and add the annotations. That is, for each line, write the 
line number of the previous line or lines and the rule which, apply- 
ing to those previous lines, justifies the line you are annotating. 

5-4. For each of the following arguments, provide a derivation 
which shows the argument to be valid. Follow the same directions as 
you did for exercises 5-1 and 5-2. 



5-5. In chapter 3 we defined triple conjunctions and disjunctions, 
that is, sentences of the form X&Y&Z and XVYVZ. Write introduc- 
tion and elimination rules for such triple conjunctions and diijunc- 
tions. 
5-6. Suppose we have a valid argument and an assignment of truth 
values to sentence letters which makes one or more of the premises 
false. What, then, can we say about the truth value of the conclu- 
sions which follow validly from the premises? Do they have to be 
false? Can they be true? Prove what you say by providing illustra- 
tions of your answers. 

Give brief explanations for each of the following, referring back to 
the text to make sure your explanations are correct and saving your 
answers in your notebook for reference and review. 

Derivation 
Subderivation 
Outer Derivation 
Scope Line 
F'l-emise 

Assumption 
Rule of Inference 
License (to draw a conclusion) 
Truth Reserving Rule 
Discharging an Assumption 
Conjunction Introduction 
Conjunction Elimination 
Disjunction Introduction 
Disjunction Elimination 
Conditional Introduction 
Conditional Elimination 
Biconditional Introduction 
Biconditional Elination 
Negation Introduction 
Negation Elimination 
Reiteration 



Natural Deduction 
for Sentence Logic 

Strategies 

6-1. CONSTRUCTING CORRECT DERIVATIONS 

Knowing the rules for constructing derivations is one thing. Being able to 
apply the rules successfully is another. There are no simple mechanical 
guidelines to tell you which rule to apply next, so constructing derivations 
is a matter of skill and ingenuity. Long derivations can be extremely dif- 
ficult. (It's not hard to come up with problems which will stump your 
instructorl) At first, most students feel they don't even know how to get 
started. But with a bit of practice and experience, you will begin to de- 
velop some intuitive skill in knowing how to organize a derivation. To get 
you started, here are some examples and practical strategies. 

Usually you will be setting a problem in the following form: You will 
be given some premises and a conclusion. You will be told to prove that 
the conclusion follows validly from the premises by constructing a deri- 
vation which begins with the given premises and which terminates with 
the given conclusion. So you already know how your derivation will begin 
and end. 

Your job is to fill in the intermediate steps so that each line follows from 
previous lines by one of the rules. In filling in, you should look at both 
the beginning and the end of the derivation. 
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Let's illustrate this kind of thinking with a simple example. Suppose you 
are asked to derive 'B&C' from the premises 'A3B', 'A>C', and 'A'. Right 
off, you know that the derivation will take the form 

where you still have to figure out what replaces the question marks. 
First, look at the conclusion. It is a conjunction, which can most 

straightforwardly be introduced with the rule for &I. (From now on, I'm 
going to use the shorthand names of the rules.) What do you need to 
apply that rule? You need 'B' and you need 'C'. So if you can derive 'B' 
and 'C', you can apply &I to get 'B&C'. Can you derive 'B' and 'C'? Look 
at the premises. Can you get 'B' out of them? Yes, by applying 3 E  to lines 
1 and 3. Similarly, you can derive 'C' from lines 2 and 3. Altogether, the 
derivation will look like this: 

Let's try a slightly harder example. Suppose you are asked to derive 
'C3A' from the premises 'AvB' and 'C3-B'. Your target conclusion is a 
conditional. Well, what rule allows you to conclude a conditional? 31. So 
you will try to set things up so that you can apply >I. This will involve 
starting a subderivation with 'C' as its assumption, in which you will try to 
perive 'A'. In outline, the derivation you are hoping to construct can be 
expected to look like this: 

(Your derivation won't have to look like this. In every case there is more 
than one correct derivation of a conclusion which follows from a given set 
of premises. But in this case, this is the obvious thing to try, and it pro- 
vides the simplest correct derivation.) 

To  complete the derivation, you must fill in the steps in the subderiva- 
tion to show that (given the premises of the outer derivation) 'A' follows 
from 'C'. 

How will you do this? Let's study what you have available to use. In the 
subderivation you are allowed to use the subderivation's assumption and 
also any previous premise or conclusion in the outer derivation. Notice 
that from 'C' and the premise 'C>-B' you can get '-B' by 3E. Is that 
going to do any good? Yes, for you can then apply VE to '-B' and the 
premise 'AvB' to get the desired 'A'. All this is going to take place in the 
subderivation, so you will have to reiterate the premises. The completed 
derivation looks like this: 

If you are still feeling a little lost and bewildered, reread the text from 
the beginning of this section. 
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When you have understood the examples given so far, you are ready 
for something new. Let's try to derive 'A>-B' from 'B>-A'. As in the 
second example, our  first effort to derive a conditional should be by using 
31. So we want a subderivation with 'A' as assumption and '-B' as final 
conclusion: 

But how can we get '-B' from the assumption of 'A', using the premise 
of the outer derivation? 

'-B' is the negation of the sentence 'B'. Unless there is some really 
obvious simple alternative, one naturally tries to use -I. -I works by 
starting a subderivation with the sentence to be negated as assumption 
and then deriving some sentence and its negation. In the present situation 
this involves something that might not have occurred to you, namely, cre- 
ating a subderivation of a subderivation. But that's fine. All the rules for 
working o n  a derivation apply to subderivations also, including the crea- 
tion of subderivations. The only difference between a subderivation and 
a derivation is that a subderivation ends when we discharge its assump- 
tion, returning to its outer derivation; and that in a subderivation we may 
reiterate prior premises or  conclusions from an outer derivation (or from 
any outer-outer derivation, as you will see in a moment). This is because 
in a subderivation we are working under the assumption that all outer 
assumptions and premises are true. 

Will this strategy work? Before writing anything down, let me illustrate 
the informal thinking you should go through to see whether a strategy 
promises to be successful. Look back at the outline we have already writ- 
ten of how we hope the derivation will look. We are proposing to start a 
sub-sub-derivation with the new assumption 'B'. That sub-sub-derivation 
can use the original premise 'B>-A', which, together with the assump- 

t i o n  'B', will give '-A' by 3E.  But the sub-sub-derivation is also within its 
outer derivation beginning with the assumption of 'A'. So 'A' is also being 
assumed in the sub-sub-derivation, which we express by reiterating 'A' in 

the sub-sub-derivation. The  sub-sub-derivation now has both 'A' and 
'-A', which constitutes the contradiction we needed: 

How are you doing? If you have had trouble following, rest for a mo- 
ment, review to be sure you have gotten everything up  to this point, and 
then we'll try something one step more involved. 

Let's try deriving 'A=-B' from 'AvB' and '-(A&B)'. The conclusion is 
a biconditional, and one derives a biconditional most easily by using =I. 
Think of a biconditional as the conjunction of two conditionals, the two 
conditionals we need to derive the biconditional using G I .  So you should 
aim to develop a derivation along these lines: 

We have reduced the complicated problem of deducing 'A=-B' to the 
simpler problems of deducing '-B>A' and 'A>-B'. 

In constructing derivations, you should learn to think in this kind of 



pattern. Try to resolve the problem of deriving the final conclusion (your 
target conclusion) by breaking it down into simpler problems of deriving 

. 

simpler sentences (your new target conclusions). You may actually need 
to resolve your simpler problems intostill more simple problems. You 
continue working backward toward the middle until you can see how to 
derive your simple sentences from the premises. At this point you start 
working from the premises forward and fill &erything in. 

How, in this example, can we derive our simplified new target conclu- 
sions? They are both conditionals, and as we saw in the second example, 
the straightforward way to derive conditionals uses >I. This involves 
starting one subderivation for each of the conditionals to be derived: 

AvB P 
-(A&B) P 

We have now resolved our task into the problem of filling in the two 
subderivations. 

Can you see how to complete the subderivations by working with the 
premises of the outer derivation? The first subderivation is easy: '-B' and 
'AvB' give 'A' by vE. The second subderivation presents more of a chal- 
lenge. But we can complete it by using the same tactics illustrated in the 
previous example. We've assumed 'A' and want to get '-B'. To get '-B', 
we can try -I (unless a really simple alternative suggests itself). -I will 

require us to start a subsub-derivation with 'B' as assumption. In this sub  
subderivation we can reiterate anything which is above in an outer deri- 
vation of the derivation on which we are working. So we can reiterate 'A', 

which, with 'B' , will give us 'A&B'; and we can reiterate the original 
premise '-(A&B)', thus giving us our contradiction. (Note that the contra- 
diction can be in the form of any sentence and its negation. Neither sen- 
tence has to be atomic.) Since from 'B' we have derived a sentence and its 
negation, we can use -I to discharge the assumption 'B', giving the con- 
clusion '-B' at the end of the subderivation which began with 'A'. This is 
just what we needed. 

If you find this tangle of thinking hard to unravel, read it over again, 
foUowing each step in the completed derivation below to see how it all fits 
together. 

Now let's tackle something different. You are asked to derive 'C' from 
'A&B' and '-C>-B'. What can you do? If you are stuck, you can at least 
write down the premises and conclusion so that you can start to see how 
the derivation will look: 
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No rule applies immediately to the premises to give 'C'. Because 'C' is 
atomic, no introduction rule for a connective will give 'C'. What on earth 
can you do? 

Sometimes when you are stuck, you can succeed by arranging to use -I 
in what I am going to call the Reduclio Ad Absurdum strategy. This strategy 
proceeds by assuming the negation of what you want and then from this 
assumption (and prior premises and conclusions) deriving a contradiction. 
As you will see in the example, you will then be able to apply -I to derive 
the double negation of what you want, followed by -E to get rid of the 
double negation. In outline, the reductio absurdum strategy, applied to 
this problem, will look like this: 

P 

A 

('X' here stands for some specific sentence, but I don't yet know 
what it will be.) 

--C -I 
- E 

Will this strategy work in this case? If you assume '-C', you will be able 
to use that assumption with the premise '-C3-B' to get '-B'. But '-B' 
will contradict the 'B' in the premise 'A&B', and you can dig 'B' out of 
'A&B' with &E. In sum, from '-C' and the premises you will be able to 
derive both 'B' and '-B'. -I then allows you to conclude '--C' (the ne- 
gation of the assumption which led to the contradiction). -E finally gives 
'C': 

The first time you see an example like this it may seem tricky. But you 
will soon get the hang of it. 

You do need to be a little cautious in grasping at the reductio strategy 
when you are stuck. Often, when students have no idea what to do, they 
assume the opposite of what they want to conclude and then start blindly 
applying rules. This almost never works. To use the reductio strategy suc- 
cessfully, you need to have a more specific plan. Ask yourself: "Can I, by 
assuming the opposite of what I want to derive, get a contradiction (a 
sentence and its negation) out of the assumption?" If you can see how to 
do this, you are all set, and you can start writing down your derivation. If 
you think you see a way which might work, it may be worth starting to 
write to clarify your ideas. But if you have no idea of how you are going 
to get a contradiction out of your assumption, go slow. Spend a little time 
brainstorming about how to get a contradiction. Then, if you find you are 
getting nowhere, you may well need to try an entirely different approach 
to the problem. 

I should also comment on the connection between what I have called 
the reductio ad absurdum strategy and the rule for -I. They really come 
to pretty much the same thing. If you need to derive a sentence of the 
form -X, consider assuming X, trying to derive a contradiction, and 
applying -I to get -X. To derive a sentence of the form X, assume -X, 
and derive --X by -I. Then eliminate the double negation with -E. 

EXERCISES 

6-1. For each of the following arguments, provide a derivation, 
complete with annotations, which shows the argument to be valid. If 
you find you are having difficulty with these problems, go over the 
examples earlier in this chapter and then try again. 
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6-2. RECOGNIZING THE MAIN CONNECTIVE 

Suppose you are asked to provide a derivation which shows the following 
argument to be valid: 

The premise is a mess1 How do you determine which rule applies to it? 
After your labor with some of the exercises in the last chapter, you prob- 
ably can see that the key lies in recognizing the main connective. Even if 
you got all of those exercises right, the issue is so important that it's worth 
going over from the beginning. 

Let's present the issue more generally. When 1 stated the rules of infer- 
ence, I expressed them in general terms, using boldface capital letters, 'X' 
and 'Y'. For example, the rule for &E is 

The idea is that whenever one encounters a sentence of the form X&Y in 
a derivation, one is licensed to write either the sentence X or the sentence 
Y (or both on separate lines) further down. Focus on the fact that this is 
so whatever sentences X and Y might be. This is the point of using bold- 
face capital letters in the presentation. 'X' and 'Y' don't stand for any 
particular sentences. Rather, the idea is that if you write any sentence you 
want for 'X' and any sentence you want for 'IT, you will have a correct 
instance of the rule for &E. This is what I mean by saying that I have 
expressed the rule "in general terms" and by talking about a sentence "of 
the form X&Y". 

How will these facts help you to deal with sentence (I)? Here's the tech- 
nique you should use if a sentence such as (1) confuses you. Ask yourself: 
"How do I build this sentence up from its parts?" You will be particularly 
interested in the very last step in putting (1) together from its parts. In 
this last step you take the sentence 

(4) A 3 B  which you can think of as X 

ana the sentence 

(5) C=(A>B) which you can think of as Y 

and put them on either side of an '&' to get the sentence 

(A>B)&[C=(A>B)] which has the form X&Y 

You have just established that (1) has the form of X&Y; that is, it is a 
conjunction with sentences (4) and (5) as its conjuncts. Consequently, you 
know that the rule for &E, (3), applies to sentence (l),  so that if (1) ap- 
pears in a derivation you are licensed to write sentence (4) or (5) (or both) 
below. 

Similarly, if in a derivation you are faced with the sentence 

ask yourself "What is the last thing I do to build this sentence up from its 
parts?" You take the sentence 

(7) C which you can think of as X 

and the sentence 

(8) A>B which you can think of as Y 

and you put them on either side of a biconditional, 'E',  giving 

(9) C=(A>B) which thus has the form X=Y 

Consequently, if you find sentence (6) ,  you can apply the rule of inference 
for =E: 

and 

which, when we put in sentences (7) and (8) for X and Y, look like 

Thus =E applies to sentence (6), licensing us to follow (6) on a derivation 
either with the sentence 'C>(A>B)', or the sentence '(A>B)>C1, or both 
on separate lines. 

In a moment we will apply what we have just done to provide a den- 
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vation which shows how (2) follows from (1).  But we will need to see how 
to treat one more compound sentence. This time, try to figure it out for 
yourself. What is the form of the sentence '(A>B)>C'? 

The last thing you do in putting this one together from its parts is to 
put '(A>B)' and 'C' on either side of a conditional, '3'. So the sentence 
has the form X>Y, with 'A>B' as X and 'C' as Y. If we have 'A>B' as 
well as '(AIB)>C' in a derivation, we can apply >E to the two to derive 
'C'. 

Perhaps you can now see how we can write a derivation which shows 
(2) to follow from (1). In this case, because the desired objective, 'C', is 
atomic, we can't get it by an introduction rule. So it is useless to try to 
work backward from the end. The reductio ad absurdum strategy could 
be made to work, but only by doing more indirectly what we're going to 
have to do anyway. In this case the best strategy is to use elimination rules 
to take the premise apart into simpler pieces. 

When we think through what these pieces will look like, we will see that 
they provide just what we need to derive 'C'. &E applies to the premise. 
'(A>B)&[C=(A>B)]' to give us 'A>B' and 'C=(A>B)'. In turn, =E ap- 
plies to 'C=(A>B)' to give us '(A>B)>C', which, together with the 'A>B', 
immediately gives us 'C' by >E. (=E applied to 'C=(A>B)' also gives 
'C>(A>B)'. But we have no use for 'C>(A>B)', so although licensed to 
write it down as a conclusion, we don't bother.) Altogether, the completed 
derivation looks like this: 

The, key idea you need to untangle a sentence such as (1) is that of a 
main connective: 

The Main Cmnective in a sentence is the connective which was used last in 
building up the sentence from its component or components. 

(A negated sentence, such as '-(AV-B)', has just one component, 'AV-B' 
in this case. All other connectives use two components in forming a sen- 
tence.) Once you see the main connective, you will immediately spot the 
component or components to which it has been applied (so to speak, the 
X and the Y), and then you can easily determine which rules of inference 
apply to the sentence in question. 

Let's practice with a few examples: 

SENTENCE MAIN CONNECTIVE COMPONENT OR COMPONENTS 

(AvB)>-(B&D) 3 AvB and -(B&D) 
[(A>B)v-D]v(-A=D) v (A3B)v-D and -A=D 
-[(A>B)>-(B3-A)] - (A>B)>-(B3-A) 

The second and third examples illustrate another fact to which you 
must pay attention. In the second example, the main connective is a 'v'. 
But which occurrence of 'v'? Notice that the sentence uses two 'v's, and 
not both occurrences count as the main connective! Clearly, it is the sec- 
ond occurrence, the one used to put together the components 
'(A3B)v-D' and '-A=D', to which we must pay attention. Strictly speak- 
ing, it is an occurrence of a connective which counts as the main connec- 
tive. It is the occurrence last used in putting the sentence together from 
its parts. In the third example, '-' occurs three times! Which occurrence 
counts as the main connective? The very first. 

In the following exercises you will practice picking out the main con- 
nective of a sentence and determining which rule of inference applies. 
But let's pause first to say more generally how this works: 

The elimination rule for '&' applies to a sentence only when an '&' occurs 
as the sentence's main connective. The same thing goes for 'v', '3', and I='. 

The components used with the main connective are the components to 
which the elimination rule makes reference. 

The elimination rule for I-' applies only to a doubly negated sentence, 
--X; that is, only when '-' is the sentence's main connective, and the '-' is 
applied to a component, -X, which itself has a '-' as its main connective. 

The introduction rule for '&' licenses you to write as a conclusion a sentence, 
the main connective of which is '&'. The same thing goes for 'v', '3', '=', 
and I - ' .  

I EXERCISES 

6-2. Give derivations which establish the validity of the following 
arguments: 



6-3. DERIVATIONS: OVERVIEW, DEFINITIONS, AND POINTS 

TO WATCH OUT FOR 

This chapter and chapter 5 have described, explained, and illustrated de- 
rivations. Let's pull these thoughts together with some explicit definitions 
and further terminology. 

A Rule of Inference tells when you are allowed, or Licensed, to draw a conch- 
sion from one or more sentences or from a whole argument (as represented 
by a subderivation). 

A Derivation is a list of which each member is either a sentence or another 
derivation. If a first derivation has a second derivation as one of the first 
derivation's parts, the second derivation is called a Subderivacion of the first 
and the first is called the Outm Dm'uacion, of the second. Each sentence in a 
derivation is a premise or assumption, or a reiteration of a previous sentence 
from the same derivation or an outer derivation, or a sentence which follows 
by one of the rules of inference from previous sentences or subderivations 
of the derivation. 

In practice, we always list the premises or assumptions of a derivation 
at its beginning, and use a horizontal line to separate them from the fur- 
ther sentences which follow as conclusions. What's the difference between 
premises and assumptions? From a formal point of view, there is no dif- 
ference at all, in the sense that the rules of inference treat premises and 
assumptions in exactly the same way. In practice, when an unargued sen- 
tence is assumed at the beginning of the outermost deduction, we call it a 
premise. When an unargued sentence is assumed at the beginning of a 
subderivation, we call it an assumption. The point is that we always ter- 
minate subderivations before the end of a main derivation, and when we 
terminate a subderivation, in some sense we have gotten rid of, or Db- 
c h g e d ,  the subderivation's assumptions. 

To mak6 these ideas clearer and more precise, we have to think 
through what the vertical lines, or Scope Lines, are doing for us? 

A Scope Line tells us what sentences and subderivations hang together as a 
single derivation. Given a vertical scope line, the derivation it marks begins 
where the line begins and ends where the line ends. The derivation marked 
by a scope tine includes all and only the sentences and subderivations im- 
mediately to the right of the scope tine. 
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To help sort out these definitions, here is a schematic example: 

Notice that at the bottom of each scope line I have written a number to 
help us in talking about the different component derivations. Consider 
first the main derivation, derivation 1, marked with the leftmost scope 
line numbered '1' at its bottom. Derivation 1 includes premises Q and R 
and has a first conclusion S, olher conclusions not explicitly shown, indi- 
cated by . . . , and the final conclusion Z. Derivation 1 also includes two 
subderivations, derivations 2 and 3. Derivation 2 has assumption T, var- 
ious conclusions not explicitly indicated (again signaled by . . .), and final 
conclusion U. Derivation 3 starts with assumption V, has final conclusion 
Y, and includes a subderivation of its own, derivation 4. 
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This organization serves the purpose of keeping track of what follows 
from what. In the outermost derivation 1, all the conclusions of the deri- 
vation (S . . . Z) follow from the derivation's premises, Q and R. This 
means that every assignment of truth values to sentence letters which 
makes the premises Q and R true will make all the conclusions of deri- 
vation 1 true. But the conclusions of a subderivation hold only under the 
subderivation's additional assumption. For example, the conclusion U of 
subderivation 2 is subject to the assumption T as well as the premises Q 
and R. This means that we are only guaranteed that any assignment of 
truth values to sentence letters which makes Q, R, and T all true will 
make U true also. In other words, when we start a subderivation, we add 
an additional assumption which is assumed in effect just in the subderi- 
vation. Any premises or assumptions from outer derivations aIso apply in 
the subderivation, since they and their consequences can be reiterated 
into the subderivation. 

You should particularly notice that when a subderivation has ended, its 
special assumption is no longer assumed. It is not assumed in any conclu- 
sions drawn as part of the outer derivation, nor is it assumed as part of a 
new subderivation which starts with a different assumption. Thus the 
truth of T is not being assumed anywhere in derivation 1, 3, or 4. This is 
what we mean by saying that the assumption of a subderivation has been 
discharged when the subderivation is terminated. 

These facts are encoded in the reiteration rule which we can now spell 
out more clearly than before. The reiteration rule spells out the fact that 
a subderivation assumes the truth, not only of its own assumption, but of 
the prior assumptions, premises, and conclusions of any outer derivation. 
Thus, in subderivation 2, reiteration permits us to write, as part of 2, Q, 
R, S, or any other conclusion of 1 which appears before 2 starts. This is 
because inside 2, we assume that the premises of outer derivation 1 are 
true. Andrbecause whenever the premises are true, conclusions which fol- 
low from them are true, we may also use the truth of any such conclusions 
which have already followed from these premises. 

But we cannot reiterate a sentence of 2 in, for example, 1. This is be- 
cause when we end subderivation 2 we have discharged its premise. That 
is, we are no longer arguing under the assumption that the assumption 
of 2 is true. So, for example, it would be a mistake to reiterate U as part 
of 1. U has been proved only subject to the additional assumption T. In 
1, T is not being assumed. In the same way, we cannot reiterate U as part 
of 3 or 4. When we get to 3, subderivation 2 has been ended. Its special 
assumption, T, has been discharged, which is to say that we no Ionger 
are arguing under the assumption of T. 

Students very commonly make the mistake of copying a concIusion of 
m our a subderivation, such as U, as a conclusion of an outer derivation-' 

schematic example, listing U as a conclusion in derivation 1 as well as in 

subderivation 2. I'll call this mistake the mistake of hopping scope lines. 
Don't hop scope lines! 

We can, however, reiterate Q, R, S, or any prior conclusion in 1 
within sub-sub-derivation 4. Why? Because 4 is operating under its special 
assumption, W, as well as all the assumptions and premises of all deri- 
vations which are outer to 4. Inside 4 we are operating under all the 
assumptions which are operative in 3, which include not only the assump- 
tion of 3 but all the premises of the derivation of which 3 is a part, 
namely, 1. All this can be expressed formally with the reiteration rule, as 
follows: To get a premise or prior conclusion of 1 into 4, first reiterate 
the sentence in question as part of 3. Now that sentence, officially part of 
3, can be reiterated again in 4. But we can dispense with the intermediate 
step. 

Incidentally, once you clearly understand the reiteration rule, you may 
find it very tiresome always to have to explicitly copy the reiterated sen- 
tences you need in subderivations. Why, you may wonder, should you not 
be allowed, when you apply other rules, simply to appeal to prior sen- 
tences in outer derivations, that is, to the sentences which the reiteration 
rule allows you to reiterate? If you fully understand the reiteration rule, 
you will do no harm in thus streamlining your derivations. I will not use 
this abbreviation, because I want to be sure that all of my readers under- 
stand as clearly as possible how reiteration works. You also should not 
abbreviate your derivations in this way unless your instructor gives you 
explicit permission to do so. 

Scope lines also indicate the sentences to which we can apply a rule in 
deriving a conclusion in a derivation or subderivation. Let us first focus 
on rules which apply only to sentences, that is, rules such as VE or >E, 
which have nothing to do with subderivations. The crucial feature of such 
a rule is that, if the sentences to which we apply it are true, the conclusion 
will be true also. Suppose, now, we apply such a rule to the premises Q 
and R of derivation 1. Then, if the premises are true, so will the rule's 
conclusion, so that we can write any such conclusion as part of derivation 
1. In further application of such rules in reaching conclusions of deriva- 
tion 1, we may appeal to 1's prior conclusions as well as its premises, since 
if the premises are true, so will the prior conclusions. In this way we are 
still guaranteed that if the premises are true, so will the new conclusion. 

But we can't apply such a rule to assumptions or conclusions of a sub- 
derivation in drawing conclusions to be made part of derivation 1. For 
example, we can't apply a rule to sentences S and U in drawing a conclu- 
sion which will be entered as a part of derivation 1. Why not? Because we 
want all the conclusions of 1 to be guaranteed to be true if 1's premises 
are true. But assumptions or conclusions of a subderivation, say, 2, are 
only sure to be true if 1's premises and 2's special assumption are true. 

In sum, when applying a rule of inference which provides a conclusion 
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when applied to sentences ("input sentences"), the input sentences must 
already appear before the rule is applied, and all input sentences as well 
as the conclusion must appear in the same derivation. Violating this in- 
struction constitutes a second form of the mistake of hopping scope lines. 

What about >I and -I, which don't have sentences as input? Both 
these rules have the form: If a subderivation of such and such a form 
appears in a derivation, you may conclude so and so. It is important to 
appreciate that these two rules do not appeal to the sentences which ap- 
pear in the subderivation. They appeal to the subderivation as a whole. 
They appeal not to any particular sentences, but to the fact that from one 
sentence we have derived certain other sentences. That is why when we 
annotate these rules we cite the whole subderivation to which the rule 
applies, by indicating the inclusive line numbers of the subderivation. 

Consider >I. Suppose that from T we have derived U, perhaps using 
the premises and prior conclusions of our outer derivation. Given this 
fact, any assignment of truth values to sentence letters which makes the 
outer derivation's premises true will also make the conditional T>U true. 
(1 explained why in the last chapter.) Thus, given a subderivation like 2 
from T to U, we can write the conclusion T>U as part of the outer de- 
rivation 1. If 1's premises are true, T>U will surely be true also. 

The key point to remember here is that when >I and -I apply to a 
subderivation, the conclusion licensed appears in the same derivation in 
which the input subderivation appeared as a part. Subderivation 2 licen- 
ses the conclusion T>Y as a conclusion of 1, by >I; and >I, similarly 
applied to derivation 4, licenses concluding W>X as part of 3, but not as 
part of 1. 

By this time you may be feeling buried under a pile of details and mis- 
takes to watch out for. Natural deduction may not yet seem all that natu- 
ral. But, as you practice, you will find that the bits come to hang together 
in a very matural way. With experience, all these details will become sec- 
ond nature so that you can focus on the challenging task of devising a 
good way of squeezing a given conclusion out of the premises you are 
allowed to use. 

EXERCISES 

6-3. For each of the following arguments, provide a derivation 
which shows the argument to be valid. If you get stuck on one prob- 
lem, try another. If you get good and stuck, read over the examples 

, in this chapter, and then try again. 

6-4. Write a rule of inference for the Sheffer stroke, defined in 
section 3-5. 

CHAPTER SUMMARY EXERCISES 

This chapter has focused on improving your understanding of ma- 
terial introduced in chapter 5, so there are only a few new ideas. 
Complete short explanations in your notebook for the following 
terms. But also go back to your explanations for the terms in the 
chapter summary exercises for chapter 5 and see if you can now 
explain any of these terms more accurately and clearly. 

a) Reductio Ad Absurdum Strategy 
b) Main Connective 
C) Discharging an Assumption 
d) Hopping Scope Lines 



Natural Deduction 
for Sentence Logic 

Derived Rules 
and Derivations 
without Premises 

7-1. DERIVED RULES 

This section begins with a somewhat strange example. We will first follow 
our noses in putting together a derivation using the strategies I have rec- 
ommended. When we are done, we will notice that some of the steps, 
although perfectly c o r n ,  do no real work for us. We will then find in- 
teresting ways to avoid the superffuous steps and to formulate in a gen- 
eral way some methods for making derivations easier. 

Let's derive 'A>(B>C)' from '(A>B)>C'. Our derivation must begin 
like this: 

We will pursue the obvious strategy of getting the conclusion by con- 
structing a subderivation from the assumption of 'A' to 'B3C' as conclu- 
sion: 

We have reduced our task to that of deriving 'B3C' from 'A', w 
can use the outer derivation's premise. But how are we going to do that? 

The target conclusion we now need to derive, 'B>C', is itself a condi- 
tional. So let's try setting up a sub-subderivation with 'B' as assumption 
from which we are going to try to derive 'C'. We are shooting for a deri- 
vation which looks like this: 

How are we going to squeeze 'C' out of 'B'? We have not yet used our 
premise, and we notice that the consequence of the premise is just the 
needed sentence 'C'. If only we could also get the antecedent of the prem- 
ise, 'A>B', in the sub-sub-derivation, we could use that and the premise 
to get 'C' by 3E. 

It might look rough for getting 'A3B' into the sub-sub-derivation, but 
once you see how to do it, it's not hard. What we want is 'A>B', which, 
again, is a conditional. So we will have to start a sub-sub-sub-derivation 
with 'A' as assumption where we will try to get 'B' as a conclusion. But 



that's easy because this sub-sub-sub-derivation is a subderivation of the 
derivation with 'B' as its assumption. So all we have to do is reiterate 'B' 
in our sub-sub-sub-derivation. 

If this is a little confusing, follow it in the completed derivation below, 
rereading the text if necessary to see clearly the thought process which 
leads me along step by step: 

I've carefully gone through this example for you because I wanted to 
illustrate again our strategies for constructing derivations. In this case, 
though, we have produced a derivation which, while perfectly correct, has 
an odd feature. Notice that I got 'B' in step 6 by just reiterating it. I never 
used :he assumption, 'A'! In just the same way, I never used the assump- 
tion of 'A' on line 2 in deriving 'B>C' in line 9. The fact that 'A' was 
assumed (twice no less!), but never used, in no way shows anything tech- 
nically wrong with the derivation. Any derivation correctly formed, as this 
one is, following the rules, counts as correct even if it turns out that parts 
were not used. No one ever said that a line, either an assumption or a 
conclusion, has to be used. 

I should refine what I just said: The assumptions of 'A', both in line 2 
and in line 5, were not used in deriving the target conclusions of the 
subderivations in which 'A' was assumed. But we had to assume 'A' in 
both cases to permit us to apply 3 1  to introduce a conditional with 'A' as 

- the antecedent. However, if in subderivation 2 the assumption 'A' was 
never used in deriving 'B>C', you would suspect that we could derive not 
just 'A>(B>C)' but the stronger conclusion 'B>C' from the original 
premise. And, indeed, we can do just that: 

Now we notice that we could have worked the original problem in a 
different way. We could have first derived 'B>C', as I have just done. 
Then we could have modified this derivaton by inserting the subderiva- 
tion beginning with 'A', the subderivation 2 in the previous derivation, 
and then applying >I. In other words, if we can derive 'B>C', we can 
always derive 'A>(B>C)' by simply assuming 'A', deriving ' B X '  by what- 
ever means we used before, and then applying >I. In fact, we can orga- 
nize things most clearly by separating the two steps. First derive 'B>C1, 
then create a subderivation with assumption 'A' and conclusion ' B X '  ob- 
tained by reiterating 'B>C' from above. Then apply >I. The relevant 
parts of the total derivation, beginning with the previously derived con- 
clusion, 'B>C', will look like this: 

We have just discovered something extremely interesting: Nothing in 
the above line of thought turns on the two sentences involved being 'B>C' 
and 'A'. This procedure will work for any old sentences X and Y. For any 
sentences X and Y, if we can derive Y, we can always extend the deri- 
vation to a new derivation with conclusion X>Y. If 
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stands for the part of the derivation in which we derive Y, the new deri- 
vation will look like this: 

Because X and Y can be any sentences at all, we can express the fact 
we have just discovered as a "new" rule of inference: 

10 Weakening (W) 

In other words, if any sentence, Y, appears in a derivation, you are li- 
censed to write X>Y anywhere below, using any sentence you like for X. 
This rule of inference is not really new (that's why a moment ago I put 
quotes around the word "new"). If we want to, we can always dispense 
with the weakening rule and use our original rules instead. Wherever we 
have used the weakening rule, we can always fill in the steps as shown 
above by assuming X, reiterating Y, and applying >I. 

Dispensable, shortcut rules like weakening will prove to be extraordi- 
narily useful. We call them Derived R u b .  

A Derived Rule is a rule of inference which can always be replaced by some 
combination of applications of the original rules of inference. The original 
rules are called the Primitive Rules of inference. 

A proof of a derived rule is a demonstration which shows how the derived 
rule may be systematically replaced by application of the primitive rules of 
inference. 

The weakening rule is proved in the schematic derivation which you saw 
1 immediately above. 

By using the derived weakening rule, we can immensely simplify the 
derivation we have been studying in this section. For we can use weaken- 

- ing instead of both of the subderivations which start from 'A' as an as- 
I 

sumption. In addition to the use of weakening which we have already 

i seen, we can use it in the subderivation which begins by assuming 'B'. 
Given 'B' as an assumption, weakening immediately licenses us to write 

1 'A>B', which we need for applying >E. 

Isn't that easy! 

7-2. ARGUMENT BY CASES 

Once we see how much work derived rules can save us, we will want oth- 
ers. Indeed, many derivations which are prohibitively complicated if we 
use only primitive rules become quite manageable when we can use de- 
rived rules also. Here is another example of a derived rule: 

Argument by Cases 

Here is a proof of this derived rule: 

1 XVY (Input for the derived rule) 
2 I E3Z (Input for the derived rule) 

(lnput for the derived rule) 
-Z A 

3 
-X 5-8, -1 
XvY 1, R 
Y 9, 10, vE 
Y>Z 3, R 
Z 11, 12, >E 



Again, the point of this proof is this: Suppose you have just used the 
derived rule Argument by Cases. Then, if you really want to, you can go 
back and rewrite your derivation using only the primitive rules. This 
proof shows you how to do it. Whatever sentence you have used for X 
and whatever sentence you have used for Y, just substitute the above in 
your derivation, after having written in your sentences for X and Y. Of 
course, you will have to redo the line numberings to fit with those in your 
full derivation. 1 have put in line numbers above to help in talking about 
the proof. 

(A small point to notice in this example: In line 14 I have appealed to 
subderivation 2, lines 4-13, to use negation introduction. But where in 
the subderivation did I conclude both a sentence and its negation? The 
point is that the assumption can count as one of these sentences. Why? 
Because any sentence can be derived from itself, by reiteration. Thus, in 
derivation 2, I can fairly enough count both -Z and Z as following from 
-Z.) 

Here is another derived rule, which we will also call Argument by Cases 
because it differs only superficially from the last: 

Argument by Cases (second form) 

In words, if in a derivation you already have a sentence of the form XVY, 
a subderivation from X as assumption to Z as conclusion, and a second sub- 
derivation from Y as assumption to Z as conclusion, you are licensed to write 
Z as a conclusion anywhere below. 

This second form of argument by cases is actually the form you will use 
most often. 

The proof of the second form of argument by cases goes like this: 

(Input for the derived rule) 1 

A 

(Input for the derived rule) 

XvY 

1 
A 

(Input for the derived rule) 

3 I 
From lines 1, 2, 3 and the first form of 
Argument by Cases 

Note that in this proof I have used a previously proved derived rule 
(the first form of argument by cases) in proving a new derived rule (the 
second form of argument by cases). Why should I be allowed to do that, 
given that a proof of a derived rule must show that one can dispense with 
the derived rule and use primitive rules instead? Can you see the answer 
to this question? 

Suppose we want to rewrite a derivation which uses a new derived rule 
so that, after rewriting, no derived rules are used. First rewrite the deri- 
vation dispensing with the new derived rule, following the proof of the 
new derived rule. The resulting derivation may use previously proved 
derived rules. But now we can rewrite some more, using the proofs of the 
previously proved derived rules to get rid of them. We continue in this 
way until we arrive at a (probably horrendously long) derivation which 
uses only primitive rules. 

Argument by cases is an especially important derived rule, so much so 
that in a moment I'm going to give you a batch of exercises designed 
exclusively to develop your skill in applying it. Its importance stems not 
only from the fact that it can greatly shorten your work. It also represents 
a common and important form of reasoning which gets used both in 
everyday life and in mathematics. In fact, many texts use argument by 
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cases as a primitive rule, where I use what I have called disjunction elim- 
ination. In fact, given the other rules, what I have called argument by 
cases and disjunction elimination are equivalent. I prefer to start with my 
form of disjunction elimination because I think that students learn it 
more easily than argument by cases. But now that your skills have devel- 
oped, you should learn to use both rules effectively. 

EXERCISES 

7-1. Use argument by cases as well as any of the primitive rules to 
construct derivations to establish the validity of the following argu- 
ments: 

a) AvB b) Av(BvC) c) (AvB)&(B>C) d) (A&B)v(A&C) 
- 
BvA (AvBIvC AvC A&(BvC) 

I) (S&J)v(-S&-J) rn) K>(FvC) 
J X v D )  

S-J - C  

-(FvD)>-(KvJ) 

7-2. Show that in the presence of the other primitive rules, VE is 
equivalent to AC. (Half of this problem is already done in the text. 
Figure out which half and then do the other half I )  , 

Biconditional Introduction Biconditional Elimination 

and 

Disjunction Elimination 

Denying the Consequent Reductio Ad Absurdum 
Vraditionally called "Modus Tolens") 

7-3. FURTHER DERWED RULES - 
Here are some further derived rules. In naming these rules I have used 
the same name for similar or closely connected primitive rules. 

The reductio ad absurdum rule looks like a negation elimination rule. 
Actually, as you will see when you do the exercises, it uses both -I 
and -E. 

We can get further derived rules from the laws of logical equivalence 
(chapters 3 and 4). For example, any sentence of the form -(XvY) is 
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logically equivalent to -X&-Y. Because two logically equivalent sentences 
have the same truth value in any assignment of truth values to sentence 
letters, if one of these sentences validly follows from some premises and 
assumptions, so does the other. We can use these facts to augment our 
stock of derived rules: 

Similarly, one can use other logical equivalences to provide derived 
rules. Here is a list of such rules you may use, given in a shortened nota- 
tion. You should understand the first line as the pair of derived de Mor- 
gan rules immediately above. Understand the following lines similarly. 

DE MORGAN'S RULES 

-(XvY) and -X&-Y are mutually derivable (DM). 

-(X&Y) and -XV-Y are mutually derivable (DM). 

X>Y and -Y>-X are mutually derivable (CP). 

-X>Y and -Y>X are mutually derivable (CP). 

X>-Y and Y>-X are mutually derivable (CP). 

CONDITIONAL RULES 

X>Y and -XVY are mutually derivable (C). 

-(X>Y) and X&-Y are mutually derivable (C). 

The letters in parentheses are the abbreviations you use to annotate your 
use of these rules. 

We could add further rules of mutual derivability based on the distrib- 
utive, associative, commutative, and other laws of logical equivalence. But 
in practice the above rules are the ones which prove most useful. 

It is not hard to prove that these rules of mutual derivability follow 
from the primitive rules-in fact, you will give these proofs in the exer- 
cises. 

Many texts use rules of logical equivalence to augment the rules for 
derivations in a much more radical way. These strong rules of replace- 
ment, as they are called, allow you to substitute one logical equivalent for 
a subsentence inside a larger sentence. Thus, if you have derived 
'(AvB)>C', these strong rules allow you to write down as a further conclu- 
sion '(Av--B)>C', where you have substituted '--B' for the logically 
equivalent 'B'. 

By the law of substitution of logical equivalents, we know that such 
rules of replacement must be correct, in the sense that they will always 
take us from true premises to true conclusions. But it is not so easy to 
prove these replacement rules as derived rules. That is, it is hard to prove 
that one can always systematically rewrite a derivation using one of these 
replacement rules as a longer derivation which uses only primitive rules. 
For this reason I won't be using these replacement rules. Your instructor 
may, however, explain the replacement rules in greater detail and allow 
you to use them in your derivations. Your instructor may also choose to 
augment the list of logical equivalents you may use in forming such rules. 

EXERCISES 

7-3. Prove all the derived rules given in the text but not proved 
there. In each of your proofs use only those derived rules already 
proved. 

7-4. Provide derivations which establish the validity of the following 
arguments. You may use any of the derived rules. In fact, many of 
the problems are prohibitively complex if you don't use derived 
rules! 

1) S=J rn) -C>[Fv-(DvN)] n) (GvA)>(H>B) 

(SM)v(-S&-J) 
-N>D [H>(H&B)]>K 

-F>C G>K 
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7-4. DERIVATIONS WITHOUT PREMISES 

When we discovered the derived weakening rule, we stumbled across the 
fact that a derivation (or a subderivation) does not have to use all, or even 
any, of its premises or assumptions. This fact is about to become impor- 
tant in another way. To fix ideas, let me illustrate with the simplest pos- 
sible example: 

The premise, 'B', never got used in this derivation. But then, as I put it 
before, who ever said that all, or even any, premises have to be used? 

Once you see this last derivation, the following question might occur to 
you: If the premise, 'B', never gets used, do we have to have it? Could we 
just drop it and have a derivation with no premises? Indeed, who ever 
said that a derivation has to have any premises? 

A derivation with no premises, which satisfies all the other rules I have 
given for forming derivations, will count as a perfectly good derivation. 
Stripped of its unused premise, the last derivation becomes: 

(You might now wonder: Can subderivations have no assumptions? We 
could say yes, except that an assumptionless subderivation would never 
do any work, for a subderivation helps us only when its assumption gets 
discharged. So I will insist that a subderivation always have exactly one 
assumption.) 

All right-a derivation may have no premises. But what does a prem- 
iseless derivation mean? 

Remember that the significance of a derivation with one or more prem- 
ises lies in this: Any case, that is, any assignment of truth values to sen- 
tence letters, which makes all the premises true also makes all of the de- 
rivation's conclusions true. How can we construe this idea when there are 
no premises? 

To approach this question, go back to the first derivation in this section, 
the one beginning with the premise 'B'. Since the premise never got used, 
we could cross it out and replace it by any other sentence we wanted. Let 
us indicate this fact symbolically by writing X for the' premise, thereby 
indicating that we can write in any sentence we want where the 'X' occurs 

For example, for X we could put the logical truth, 'AV-A'. Because the 
result is a correct derivation, any assignment of truth values to sentence 
letters which makes the premise true must also make all conclusions true. 
But 'Av-A' is true for all cases. Thus the conclusion, 'AIA', must be true 
in all cases also. That is, 'A3A' is a logical truth. I can make the same 
point another way. I want to convince you that 'A3A' is true in all cases. 
So I'll let you pick any case you want. Given your case, I'll choose a sen- 
tence for X which is true in that case. Then the above derivation shows 
'A3A' to be true in that case also. 

Now, starting with any derivation with no premises, we can go through 
the same line of reasoning. Adding an arbitrary, unused premise shows 
us that such a derivation proves all its conclusions to be logical truths. 
Since we can always modify a premiseless derivation in this way, a prem- 
iseless derivation always proves its conclusions to be logical truths: 

A derivation with no premises shows all its conclusions to be logical truths. 
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Armed with this fact, we can now use derivations to demonstrate that a 
given sentence is a logical truth. For example, here is a derivation which 
shows 'Av-A' to be a logical truth: 

I devised this derivation by using the reductio strategy. I assumed the 
negation of what I wanted to prove. I then applied the derived De Mor- 
gan and reductio rules. Without these derived rules the derivation would 
have been a lot of work. 

Let's try something a bit more challenging. Let's show that 

is a logical truth. This is not nearly as bad as it seems if you keep your 
wits about you and look for the main connective. What is the main con- 
nective? The second occurrence of '>', just after the ')'. Since we want to 
derive a conditional with '[A>(B&-C)]&(-BvD)' as antecedent and 
'A>D' as consequence, we want a subderivation with the first sentence as 
assumption and the second as final conclusion: 

What do we do next? Work in from both ends of the subderivation. 
The conclusion we want is the conditional with 'A' as antecedent. So prob- 
ably we will want to start a sub-sub-derivation with 'A' as assumption. At 
the top, our assumption has an '&' as its main connective. So &E will apply 

- to give us two simpler conjuncts which we may be able to use. The first 
of these conjuncts is a conditional with 'A' as antecedent. We are going to 
be assuming 'A' as a new assumption any way, so most likely we will be 
able to apply 3E. Let's write down what we have so far: 

To complete the derivation, we note that from lines 2 and 4 we can get 
the conjunction 'B&-C' by 3E. We can then extract 'B' from 'B&-C by 
&E and apply the derived form of VE to 'B' and '-BvD' to get 'D' as we 
needed: 

You might be entertained to know how I dreamed up this horrible- 
looking example. Note that if, in the last derivation, we eliminated line 10 
and the outermost scope line, line 1 would become the premise of a de- 
rivation with 'A>D' as its final conclusion. In other words, I would have 
a derivation that in outline looked like this: 

Y final conclusion I 
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But starting with such a derivation I can obviously do the reverse. I get 
back to the former derivation if I add back the extra outer scope line, call 
what was the premise the assumption of the subderivation, and add as a 
last step an application of >I. In outline, I have 

Looking at the last two schematic diagrams you can see that whenever 
you have a derivation in the form of one, you can easily rewrite it to make 
it look like the other. This corresponds to something logicians call the 
Deduction Theorem. 

Here is one last application. Recall from chapter 3 that a contradiction 
is a sentence which is false for every assignment of truth values to sen- 
tence letters. We can also use derivations to establish that a sentence is a 
contradiction. Before reading on, see if you can figure out how to do this. 

A sentence is a contradiction if and only if it is false in every case. But 
a sentence is false in every case if and only if its negation is true in every 
case. So all we have to do is to show the negation of our sentence to be a 
logical truth: 

To demonstrate a sentence, X, to be a contradiction, demonstrate its nega- 
tion, -X, to be a logical truth. That is, construct a derivation with no prem- 
ises, with -X as the final conclusion. 

EXERCISES 

7-5. Demonstrate the correctness of the following alternative test for 
contradictions: 

A derivation with a sentence, X as its only premise and two sentences, 
Y and -Y, as conclusions shows X to be a contradiction. 

7-6. Provide derivations which establish that the following sentences 
are logical truths. Use derived as well as primitive rules. 

[L2(M>N)]>[(L>M)>(L>N)] 

[(SvT) >F] >{[(FvG) 3 HI >(S> H)} 

(I&-J)v[U&K)v-(K&I)] 

{[C&(AvD)]v-(C&F))v-(A&-G) 

7-7. Provide derivations which establish that the following sentences 
are contradictions: 

(Exercise i is unreasonably long unless you use a derived rule for the 
distributive law. You have really done the work for proving this law 
in problem 7-ld. 

j) (A=B)=(-AzB) 

7-8. Consider the definition 

A set of sentence logic sentences is Incotuistent if and only if there is 
no assignment of truth values to sentence letters which makes all of 
the sentences in the set true. 

a) Explain the connection between inconsistency as just defined and 
what it is for a sentence to be a contradiction. 

b) Devise a way of using derivations to show that a set of sentences 
is inconsistent. 

c) Use your test to establish the inconsistency of the following sets of 
sentences: 

c l )  C=G, G=-C 
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c3) JvK, -Jv-K, J=K 

c4) (GvK)>A, (AvH)>G, G&-A 

c.5) D=(-P&-M), P=(I&-F), -Fv-D, D&J 

7-9. Devise a way of using derivations which will apply to two logi- 
cally equivalent sentences to show that they are logically equivalent. 
Explain why your method works. Try your method out on some 
logical equivalences taken from the text and problems of chapter 3. 

I CHAPTER SUMMARY EXERCISES 

Provide short explanations for each of the following. Check against 
the text to make sure your explanations are correct, and save your 
answers for reference and review. 

a) Main Connective 
b) Primitive Rule 
c) Derived Rule 
d) Weakening Rule 
e) Contraposition Rule 
f )  De Morgan's Rules 

g) Conditional Rules 
h) Reduaio Ad Absurdurn Rule 
i) Derivations without Premises 

j) Tests for Logical Truths and Contradiaions 



Truth Trees for 
Sentence Logic 

Fundamentals 

8-1. PROVING VALIDITY WITH TRUTH TREES 

You know, from the exercises of chapter 4, that you can use truth tables 
to check the validity of any argument of sentence logic. But such truth 
table checks for validity are extremely tedious. If you read chapters 5, 6, 
and 7, you also know how to establish validity by using derivations. Many 
logicians like this natural deduction technique because (for those with a 
taste for logic) derivations are challenging and fun, and because deriva- 
tions express and make precise informal modes of deductive reasoning. 

In this and the next chapter I will present a third means for determin- 
ing the validity of sentence logic arguments-the truth tree method. This 
method is more nearly mechanical than is natural deduction. This fact 
makes truth trees less fun, because they provide less of a challenge, but 
also less aggravating, because they are easier to do. Tntth trees also have 
the advantage of making the content of sentence logic sentences dear, in 
a way which helps in proving general facts about systems of logic, as you 
will see if you study part I1 of Volume II. 

As a basis for the truth tree method we need to remember two funda- 
mental facts from sections 4-1 and 4-2. We know that an argument is 
valid if and only if every possible case which makes all its premises true 
makes its condusion true. And we know that this comes to the same thing 
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as an argument having no counterexamples, that is, no cases which make 
the premises true and the conclusion false. 

The truth tree method proceeds by looking for counterexamples in.an 
organized way. The method has been cleverly designed so that it is guar- 
anteed to turn up at least one counterexample to an argument if there 
are any counterexamples. If the method finds a counterexample, we 
know the argument is invalid. If the method runs to completion without 
turning up a counterexample, we know there are no counterexamples, so 
we know that the argument is valid. Finally, the method considers whole 
blocks of possible cases together, so in most cases it works much more 
efficiently than truth tables. 

We will introduce the truth tree method with a specific example: 

AvB 
-BvC - 

AvC 

We are trying to find a counterexample to this argument. That is, we are 
looking for an assignment of truth values to sentence letters which makes 
the premises true and the conclusion false. Now, if we try to make some 
sentences true and another sentence false, things are going to get very 
confusing. It would be much more straightforward if we could follow a 
procedure which tried to make all of the sentences considered true. 

Can we do  that and still be looking for a counterexample to our argu- 
ment? Y e s 4 f  we replace the conclusion of the argument with its nega- 
tion. So we begin the truth tree method for looking for a counterexample 
by listing the premises of the argument and the negation of the conclu- 
sion: 

1 AvB P(Premise) 
2 -BvC P (Premise) 
3 -(AvC) -C (Negation of the Conclusion) 

Our method now proceeds by trying to make lines 1, 2, and 3 true. 
"Make true" just means finding an assignment of truth values to sentence 
letters for which the sentences are true. If we succeed, we will have a case 
in which the argument's premises, lines 1 and 2, are true. And this same 
case will be one in which the conclusion is false, because the negation of 
the conclusion, line 3, will be true. So if we can make lines 1, 2, and 3 
true, we will have our counterexample. 

-Note that I have numbered the lines, and written some information off 
to the right of each line which tells you why the line got put there. You 
should always number and annotate your lines in this way so that we can 
talk about them easily. 

Now to work. Let's begin by making line 1 true. We see that there are 
two alternative ways of making 'AvB' true. First, we can make it true just 
by making 'A' true. If we make 'A' true, we have made 'AvB' true, what- 
ever eventually happens to the truth value of 'B'. But the same is true of 
'B'. If we make 'B' true, 'AvB' will be true whatever eventually happens 
to the truth value of 'A'. So making 'A' true is a first and making 'B' true 
is a second, alternative way of making 'AvB' true. We need the truth tree 
method to be guaranteed to find a way of making all initial lines true if 
there is a way. So we must be sure to write down all ways in which a line 
might be true, and if there are alternative ways, we must list them inde- 
pendently. 

We mark this fact by extending the tree as follows: 

J 1 AvB P 
2 -BvC P 

We have split the original path into two paths or branches. Each branch 
will represent one way of making true all the sentences which appear 
along it. The left branch will make line 1 true by making 'A' true. The 
right branch will make line 1 true by making 'B' true. Since the paths 
have branched, they represent alternative ways of making line 1 true. 
What happens along one path will have no effect on what happens along 
the other path below the point at which they branch. 

I have added some notation to the tree. The '1, V' at the right of line 4 
means that I got line 4 from line 1 by working on a disjunction. I have 
checked line 1 to remind myself that I have now done everything which 
needs doing to make it true. I won't have to work on that line anymore. 

Now let's work on line 2. I have to make it true, and I will do this 
exactly as I did for line 1. I will make each of the two disjuncts true; that 
is, I will make '-B' true and I will independently make 'C' true along a 
separate branch. But I have to "add on" the ways of making line 2 true 
to each of the ways of making line 1 true. Remember, we are looking for 
some way of making all the original lines true together. So I must first 
write each of the alternative ways of making line 2 true as an extension 
of the first (left branch) way of making line 1 true. That is, I must extend 
the left branch with two new branches each of which represents one of 
the two ways of making line 2 true. So the left branch will itself split and 
look like this: 



1 I6 Truth Trees for Sentence Logic Fundamentals 8-1. Proving Validity with Truth Trees 1 17 

The same reasoning obviously applies to the right branch. I must add on 
both of the ways of making line 2 true to the second (right branch) way 
of making line 1 true. We represent this by splitting the right branch so 
it looks like this: 

Putting these pieces together, after working on line 2, the tree looks like 
this: 

AvB 
- BvC 

Each branch represents one of the ways of making line 1 true combined 
with one of the ways of making line 2 true. The leftmost, or first, branch 
makes line 1 true by making 'A' true and makes line 2 true by making 
'-B' true. The second branch makes line 1 true by making 'A' true and 
makes line 2 true by making 'C' true. (Do you see how we combine the 
alternative ways of making the first two lines true?) 

The third branch makes line 1 true by making 'B' true and makes line 
2 true by making '-B' true. Whoops! Surely something has gone wrong! 
Surely we can't make line 1 true by making 'B' true and at the same time 
make line 2 true by making '-B' true. If we were to make '-B' true, this 
would be to make 'B' false, and we just said that along the third branch 
'B' would be made true to make line 1 true. We can't make 'B' both true 
and false. What is going on? 

What has happened is that the third branch represents an inconsistent 
way of making lines 1 and 2 true. Focus on the fact that each branch 
represents one of the four ways of trying to make lines 1 and 2 true 
together. It turns out that the third of these ways won't work. One way of 
making line 1 true is by making 'B' true. One way of making line 2 true 
is by making '-B' true. But we can't combine these ways of making the 
two lines true into one way of making the lines true at the same time, 
because doing this would require making 'B' both true and false. We 

' 
mark this fact by writing an ' x '  at the bottom of the branch on which 

I both 'B7 and I-B1 appear. The ' x '  tells us that we cannot consistently 

make true all of the sentences which appear along the branch. We say 
that the branch is Closed. We never have to work on a closed branch again: 

We say that a branch is Closed when a sentence, X, and its negation, -X, 
both appear on the branch. We mark a branch as closed by writing an ' X ' 
at the bottom of the branch. Do not write anything further on a branch 
once it has been marked as closed. 

The sentence X may be an atomic sentence, such as 'A', or a compound 
sentence, such as 'Bv-(C&-A)'. Also note that the sentence and its ne- 
gation which cause a branch to close must both appear as entire sentences 
at points along a branch. If one or both appear as part of some larger 
compounds, that does not count. To illustrate this point, look at the tree 
drawn up to line 4, as presented on page 115. On the right-hand branch 
you see 'B' as the entire sentence at the end of the branch, and '-B' as 
part of a compound on line 2. The branch does not close at this point 
because there is no conflict between line 2 and the right branch at line 4. 
It is perfectly possible for 'B' and '-BvC' both to be true. 

It is the fact that branches can close which gives the truth tree method 
its simplifying power. Here is how simplification occurs. We still have to 
make line 3 true, and we have to combine the ways of making line 3 true 
with the ways of making lines 1 and 2 true. But we can forget about one 
of these ways of (trying to) make lines 1 and 2 true because it turned out 
to be inconsistent. This corresponds to ruling out certain lines of the truth 
table before we have completely worked them out. Because a truth tree 
avoids working out what corresponds to some of the lines of the corre- 
sponding truth table, truth trees often save work. 

Note how I annotated the tree in the last step: I put '2, V' to the right 
of line 5 to indicate that I got line 5 from line 2 by working on a disjunc- 
tion. And I checked line 2 to remind myself that I have done everything 
needed to make line 2 true. I won't need to worry about line 2 anymore. 

Let's complete the tree by working on line 3. What has to be done to 
make line 3 true? Line 3 is the negation of a disjunction. The negation of 
a disjunction is true just in case the disjunction itself is false. So, to make 
'-(AvC)' true, I have to make 'AvC' false. How do I make 'AvC' false? 
According to the truth table definition of 'v', I can do this only by making 
both 'A' false and 'C' false. So the result of making line 3 true will not be 
a branch of two alternative ways of making a sentence true. There is only 
one way to make line 3 true: a stack which first makes 'A' false and then 
makes 'C' false. But to keep things clearly organized I only write down 
true sentences. So what I have to write is a stack which makes '-A' true 
and makes '-C' true.: 
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By making '-A' true followed by '-C' true, I have made 'A' and 'C' 
both false, which makes 'AvC' false, in the only way that this can be done. 
Finally, making 'AvC' false makes '-(AvC)' true, which was what we 
wanted to accomplish. 

Where do I write this stack? I must combine the results of making line 
3 true with all the ways I already have for making lines I and 2 true. 
At first thought, this would seem to indicate that I should write my 
'-A', '-C' stack at the bottom of every branch. This is almost right. But 
I won't have to write the results of working on line 3 at the bottom of 
the closed (third) branch. Remember that the closed branch represents 
a way of trying to make previous sentences true that can't work because 
it is inconsistent. So I only have to write my stack at the bottom of 
every Open Branch, that is, every branch which does not have an ' x '  at 
its bottom: 

A branch which is not closed is Open. 

Adding the stack to the open branches gives a tree that looks like this: 

The '3, -v' means that I got the lines from line 3 by working on a negated 
disjunction. I also checked line 3. 

We have one more thing to do to this tree. Note that now the first, 
second, and fourth branches all have the problem that the third branch 
had. To make all the sentences along the first branch true, I would have 
to make 'A' true and '-A' true. That is, I would have to make 'A' both 
true and false. I can't do that, so I put an ' x '  at the bottom of the first 
branch. I d o  exactly the same to t k  second branch for exactly the same 
reason. The fourth branch has both 'C' and '-C', so I must close it with 
an ' x ' also. The final tree looks like this: 

The argument 
is valid. 

Here is the final result: All branches have closed. That means that every 
possible way of trying to make all the initial sentences true results in a 
conflict. Each way of trying to assign truth values to sentence letters re- 
quires that some sentence be made both true and false, and the rules of 
the game do not permit that. We agreed in chapter 1 that in a given 
problem a sentence letter would be true or false, but not both. Since there 
is no way of making all initial sentences true, there is no way of making 
the argument's premises true and its conclusion false. That is, there is no 
counterexample to the argument. So the argument is valid. 

8-2. THE GENERAL STRATEGY FOR THE RULES 

The example we have just completed contains all the ideas of the truth 
tree method. But explaining two more points will help in understanding 
the rest of the rules. 

First, why did I write a stack when I worked on line 3 and a two-legged 
branch when I worked on lines 1 and 2? Here is the guiding idea: If there 
are two alternative ways of making a sentence true I must list the two 
ways separately. Only in this way will the method nose out all the possible 
different combinations of ways of making the original sentences true. I 
can make line I true by making 'A' true and, separately, by making 'B' 
true. I just list these two alternative ways separately, that is, on separate 
branches. This will enable me to combine the alternatives separately with 
all possible combinations of ways of making the other lines true. 

But when I tried to make line 3 true there was only one way to do it. I 
can make '-(AvC)' true only by making both '-A' and '-C' true. Because 
there is only one way of making line 3 true, line 3 does not generate two 
branches. It generates only one thing: the extension of all existing open 
branches with the stack composed of '-A' followed by '-C'. 

I have just explained how I decide whether to write a branch or a stack 
when working on a sentence. (I'll call the sentence we are working on the 
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"target" sentence.) But how do I decide what new sentence to write on 
the resulting branches or the resulting stack? Since each path represents 
a way of making all the sentences along it true, I should put enough 
sentences to ensure the truth of the target sentence along each branched 
or stacked path. But I also want to be sure that I don't miss any of the 
possible ways of making the target sentence true. 

It turns out that I can achieve this objective most efficiently by writing 
the least amount on a branch which gives one way of making the target 
sentence true. I must then write, along separate branches, all the differ- 
ent ways in which I can thus make my target sentence true with as few 
components as possible. I will express this idea by saying that, when work- 
ing on a sentence, I must write, along separate branches, each tainimally 
sufficient sentence or stack of sentences which ensures the truth of my 
target sentence. This will make sure that no avoidable inconsistency will 
arise. And in this way the method will be sure to find a way of making all 
the initial sentences true if there is a way. 

In sum, in working on a target sentence, I do the following. I figure 
out all the ' ' Uy sufficient ways of making my target sentence true. 
If there is only one such way, I write it at the bottom of every open path 
on which the target sentence appears. If there is more than one, I write 
each separate minimally sufficient way on a separate branch at the bottom 
of every open path on which the target sentence appears. 

This reasoning works to explain all the further rules. 

EXERCISES 

8-1. Use the truth tree method to show that the following argu- 
ments are valid. Show your trees, following the models in the text, 
complete with annotations to the right indicating at each stage which 
rule you have used and what line you have worked on. 

a) D b) -(Mv-N) c) --(FvP) dl Hvl 
J - N - Fv- P -IvJ 

DvJ -JvK - 

8-2. If you ran into a conjunction on a tree, what would you do? If 
you don't see right away, try to figure this out on the basis of the 
description in this section of how the rules work and the two rules 
you have seen. If you succeed in stating the rule for a conjunction, 
try to state the rules for negated conjunctions, conditionals, and ne- 
gated conditionals. If you succeed again, try stating the rules for 
biconditionals and negated biconditionals, which are a little harder. 

8-3. PROVING INVALIDITY WITH TRUTH TREES 

Let us now look at an example of an invalid argument: 

AvB 

Keep in mind that this argument is invalid just in case there is a counter- 
example to it, and that the truth tree method works by searching for such 
counterexamples. 

We begin by listing the premise and the negation of the conclusion. 

An assignment of truth values which makes both of these sentences true 
will constitute a counterexample, demonstrating the invalidity of the orig- 
inal argument. 

We already know what to do with line 1 .  But when we get to line 2 we 
will have a new kind of sentence to work on, a negated conjunction. To 
make the negated conjunction '-(A&B)' true, I must make the conjunc- 
tion '(A&B)' false. Making 'A' false is minimally sufficient for making 
'(A&B)' false, and so for making '-(A&B)' true. So for line 2 I must pro- 
duce one branch which makes 'A' false, which I do by writing a branch 
which makes '-A' true. Making 'B' false is likewise minimally sufficient 
for making 'A&B' false. So for line 2 I also need a second, separate 
branch with '-B' on it. Altogether, the result of working on line 2 will 
look like this: 

I will write this at the bottom of every open path on which line 2 a p  
pears. Note that this rule is very different from the rule for the negated 
disjunction '-(AvB)'. In working on the negated disjunction, '-(AvB)', I 
had to write a stack of the negated disjuncts ('-A' followed by '-B') at 
the bottom of every open branch. This is because only the stack, '-A' 
followed by '-B', is minimally sufficient for making the negated disjunc- 
tion true. In working on the negated conjunction, '-(A&B)', I must write 
a branch with '-A' on one leg and '-B' on the other leg. This is because 
each of the negated conjuncts ('-A' or '-B') is by itself minimally suffi- 
cient for making the negated conjunction true. 



We now know everything we need to test our new argument for valid- 
ity: 

J 1 AvB P 
J 2  

The argument 
-(A&B) -C is invalid. 

A'-'B 1 , "  
Counterexamples: 

3 -B&A, -A&B 

4 -A x /?, - A A B  2 ,  -& 
X 

I first worked on line 1, producing a branch with 'A' on one leg and 'B' 
on the other, representing the two minimally sufficient ways of making 
line 1 true. I checked line 1 to remind myself that I have done everything 
needed to make it true. I then worked on line 2. At the bottom of each 
open path I put a new branch, one leg representing one minimally suffi- 
cient way of making line 2 true, and the second leg representing the sec- 
ond minimally sufficient way of making line 2 true. The annotation on 
the right of line 4 indicates that I got line 4 by applying my rule for a 
negated conjunction to line 2. And I checked line 2 t~ remind myself that 
I have done all that is needed to make it true. Next I inspected each path 
to see if it contained both a sentence and the negation of the same sen- 
tence. The first path has both 'A' and '-A'. The fourth path has both 'B' 
and '-B'. So I marked both these paths closed. At this point I observed 
that there are no unchecked compound sentences which I could make 
true by making some simpler sentences true. 

How does this tree show the argument to be invalid? You see that this 
completed tree has two open paths. What do they mean? Look, for ex- 
ample, at the first open path. Reading up from the bottom, suppose we 
make '-B' h u e  and make 'A' true. This constitutes an assignment of truth 
values to sentence letters ('B' false and 'A' true) which will make the orig- 
inal sentences 1 and 2 true. This is because we made '-F true as one way 
of making line 2 true. And we made 'A' true as one way of making line 1 
true. So by assigning truth values f to 'B' and t to 'A', we make all sen- 
tences along the first open path true. 

This sort of thinking works generally for open paths. Keep in mind 
how we constructed the paths. Each time we found a sentence with an '82 
or a 'v' in it, we wrote a shorter sentence farther down the path. We did 
this in a way which guaranteed that if we made the shorter sentence true, 
the longer sentence from which it came would be true also. So if we start 
at the bottom of a path and work up, making each sentence letter and 
each negated sentence letter true, that will be enough to make all sen- 
tences along the path true. Any sentence longer than a sentence letter or 

negated sentence letter will be made true by one or more sentences far- 
ther down the path. 

Even if we start with very complicated sentences at the top, each sen- 
tence is made true by shorter sentences below, and the shorter sentences 
are made true by still shorter sentences farther down, until we finally get 
to the shortest sentences possible, sentence letters and negated sentence 
letters. Then we can work backward. Making the sentence letters and ne- 
gated sentence letters along the path true will, step by step, also make 
true all longer sentences higher up on the path. 

We have seen that the assignment of f to 'B' and t to 'A' makes all 
sentences along the first open path true. In particular, it makes the orig- 
inal first two sentences true. These sentences were our argument's prem- 
ise and the negation of our argument's conclusion. So making the initial 
two sentences true makes our argument's premise true and its conclusion 
false. In short, 'B' false and 'A' true constitutes a counterexample to our 
argument. Thus the argument is invalid. One counterexample is enough 
to show an argument to be invalid, but you should note that the second 
open path gives us a second counterexample. Reasoning in exactly the 
same way as we did for the first open path, we see that making '-A' true 
and 'B' true makes every sentence along the second open path true. So 
making 'A' false and 'B' true constitutes a second counterexample to the 
argument. 

Our last step is to record all this information next to the completed 
tree. We write 'invalid' next to the tree and write the counterexamples 
which show the argument to be invalid. We can do this most easily with 
the sentences of sentence logic which describe the counterexamples. The 
sentence '-B&A' describes the counterexample given by the first open 
path and the sentence '-A&B' describes the counterexample given by the 
second open path. 

A last detail will conclude this section: The order of the cases in the 
description of the counterexample obviously does not matter. I described 
the first counterexample with the sentence '-B&A' because I read the 
counterexample off the path by reading from the bottom up. As a matter 
of practice, I recommend that you do the same. But in principle the 
equivalent description 'A&-B' describes the same counterexample just as 
well. 

EXERCISES 

8-3. Use the truth tree method to show that the following argu- 
ments are invalid. Show your trees, being careful to show which 
branches are closed. In each problem give any counterexamples 
which show the argument being tested to be invalid. 
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a) F b) C) KvH d) -(l&p) - 
F&K S - K PVF 

H&D IvF 

8-4. THE COMPLETE RULES FOR THE CONNECTIVES 

All we have left to do is to state the rules for the remaining connectives. 
And this further development involves nothing very different from what 
we have done already. The reasoning that enables us to figure out the 
new rules is just like the reasoning we went over in explaining the rules 
for disjunction, negated disjunction, and negated conjunction. 

To see how to state the rules generally, let us start with one we have 
already seen in action: 

Rule V: If a disjunction of the form XVY appears as the entire sentence at 
a point on a tree, write the branch 

at the bottom of every open path on which XVY appears. 

Notice that I have stated the general rule using bold face 'X' and 'Y' 
instead of sentence letters 'A' and 'B'. This is because I want to be able to 
apply the rule to more complicated sentences, which result if we substitute 
compound sentences for the 'X' and the 'Y'. Don't worry about this for 
now. We will work on this complication in the next chapter. 

We continue with a statement of the other two rules which we have 
already seen in action: 

Rule -v: If a negated disjunction of the form -(XvY) appears as the 
entire sentence at a point on a tree, write the stack 

at the bottom of every open path on which -(XvY) appears. 

Rule -&: If a negated conjunction of the form -(X&Y) appears as the 
entire sentence at a point on a tree, write the branch 

at the bottom of every open path on which -(X&Y) appears. 

Did you try your hand at exercise &2? If not, or if you did and had 
trouble, try again, now that you have seen how I have given a general 
statement of the rules we have already worked with. Try to figure out the 
new rules for the other connectives by thinking through what, for exam- 
ple, you would need to do to a tree to make true a conjunction which 
appears on a tree, or a conditional, or a negated conditional. 

In order to make a conjunction true on a path we have to make both. 
conjunct5 true. This is the only minimally sufficient way of making the 
conjunction true. So the rule for conjunction is 

Rule &: If a conjunction of the form X&Y appears as the entire sentence 
at a point on a tree, write the stack 

at the bottom of every open path on which X&Y occurs. 

Now let's try the conditional. How can we make a conditional true? If 
we make the antecedent false, that does it right there. Making the ante- 
cedent false is minimally sufficient for making the conditional true. Simi- 
larly, making just the consequent true is minimally sufficient for making 
the conditional true. Clearly, we need a branch, each fork of which has 
one of the minimally sufficient ways of making the conditional true. One 
fork of the branch will have the negation of the antecedent, and the other 
fork will have the consequent: 

Rule 3 :  If a sentence of the form X 3 Y  appears as the entire sentence at 
a point on a tree, write the branch 

-- 

at the bottom of every open path on which X>Y occurs. 

What about negated conditionals? A negated conditional produces a 
stack as do conjunctions and negated disjunctions. A negated conditional 
can be made true only by making its antecedent true and its consequent 
false at the same time. So our rule for negated conditionals reads , 

Rule - 3 :  If a sentence of the form -(X>Y) appears as the entire sen- 
tence at a point on a tree, write the stack 

at the bottom of every open path on which -(X>Y) appears. 
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The rule for the biconditional is just a bit more complicated. You can't 
make the biconditional X=Y true just by making one component true or 
false. You have to assign a truth value to two components to make it true. 
So far, the rule for X=Y is looking like that for X&Y. But there are two 
independent ways of making X=Y true. We can make it true by making 
both components true, and we can make it true by making both compo- 
nents false. Finally, these are all the minimally sufficient ways of making 
X=Y true. So we will have to make a branch, each fork of which will have 
two sentences: 

Rule =: If a biconditional of the form X=;Y appears as the entire sentence 
at a point on a tree, write the branch 

at the bottom of every open path on which X=Y appears. 

Note that the rule = looks different from all the previous rules. Each 
previous rule instructed you to branch or stack, but not both. The rule = 
requires both branching and stacking. We need a branch with two forks, 
and each fork has a stack of two sentences. Only thus do we get all the 
minimally sufficient ways of making a biconditional true. 

The reasoning behind the rule for the negated biconditional looks very 
similar to that for the conditional. A negated biconditional is true just in 
case the biconditional itself is false. Under what conditions is a bicondi- 
tional false? It's false when the components have different truth values. 
This can happen in two ways: The biconditional is false when the first 
component is true and the second component is false, and it is false when 
the first component is false and the second component is true. This gives 
us the rule 

Rule -a: If a negated biconditional of the form -(X=Y) appears as the 
entire sentence at a point on a tree, write the branch 

at the bottom of every open path on which -(X=Y) appears. 

As with the conditional, we need two branches, each with a stack of two 
segtences. Only in this way will we get all the minimally sufficient ways of 
making a negated biconditional true. 

We need one'last truth tree rule. Consider the following argument and 
the tree for testing its validity: 

A36 j 2  -' Valid 

3 -A --6 1.  -& 

How did I get the branch on the right to close? We can look at this in 
two equally correct ways. We can note that '--B' is the negation of '-B'. 
Thus we have an inconsistent pair of sentences on the same branch. This 
is what I hope occurred to you when you met double negations in the 
previous exercises in this chapter. I can no more make '-B' and '--B' 
both true than I can make 'B' and '-B' both true. So the branch closes. 
Also, we can observe that '--B' is logically equivalent to 'B'. Clearly, the 
one will be true if and only if the other is true. So we can make '--B' 
true by making 'B' true. We could rewrite the right branch on the above 
tree as follows: 

We will formalize this move in a further rule: 

Rule --: If the sentence --X appears as the entire sentence at a point 
on a tree, write X at the bottom of every open path on which --X appears. 

These nine rules for the connectives tell you what to do when working 
on a sentence which appears as the entire sentence at a point on a tree. 
The examples should give you a pretty good idea of how to go about 
applying these rules. But let's review the basic ideas: 

A truth tree works by looking for an assignment of truth values to sentence 
letters which makes all of the tree's original sentences true. 

We will see in the next chapter that a truth tree can be used for other 
things in addition to checking arguments for validity. But so far we have 
studied only validity checking: 

To use the truth tree method to test an argument for validity, list, as the 
initial sentences of a tree, the argument's premises and the negation of its 
conclusion. 
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You then apply the rules in this way: 

1 )  Starting with a tree's initial sentences, you may apply the rules in any 
order. 

2) After applying a rule to a sentence, check the sentence, to remind 
yourself that you do not need to work on that sentence again. 

3) After working on a sentence, look to see if any paths have closed. Mark 
any closed paths with an ' x '. 

4) Continue working on unchecked sentences until the tree has been 
completed, which happens when either 

a) All paths have closed, 
or b) No unchecked sentences are left to which you can apply a rule. 

Now we need to review how you should interpret a tree once it has 

been completed: 

An open path provides an assignment of truth values to sentence letters as 
follows: Assign the truth value t to each sentence letter which occurs as the 
entire sentence at some point along the open path. Assign the truth value f 
to each sentence letter whose negation occurs as the entire sentence along 
the open path. 

In a completed tree the assignment of truth values to sentence letters pro- 
vided by an open path makes all sentences along the path true. If all paths 
have closed, there is no assignment of truth values to sentence letters which 
makes all the initial sentences in the tree true. 

When we use a tree to test an argument for validity, we apply this last 
general fact about trees, as follows: 

Suppose we have a completed tree whose initial sentences are an argument's 
premises and the negation of the argument's conclusion. An open path in 
this tree provides an assignment of truth values to sentence letters which 
makes all of the initial sentences true, and so makes the argument's premises 
true and its conclusion false. Such an assignment is a counterexample to the 
argument, showing the argument to be invalid. If all of the tree's paths have 
closed, there is no such assignment, hence no counterexample, and the ar- 
gument is valid. 

We will also always use the following practical procedure: 

When using the truth tree method to test an argument for validity, write 
next to your completed tree the word 'valid' or 'invalid' to record what the 
tree shows about the argument. Also, if the tree shows the argument to be 
invalid, write down all the counterexamples which the tree provides to the 
argument. 

Of course, one counterexample is enough to show that an argument is 
invalid. But you should practice your skill at constructing trees, and as 

part of this practice it is useful to read off all the counterexamples a tree 

provides. 

8-5. IN WHICH ORDER SHOULD YOU WORK ON THE 

SENTENCES IN A TREE? 

The summary statement tells you that you may apply the rules in any 
order you like. Indeed, the order does not matter in getting the right 
answer. But the order can make a practical difference as to how quickly 
you get the right answer. In all the examples you have seen so far, I 
started with the first sentence on the tree and worked downward. T o  
show you that order can make a practical difference I am going to redo 
the first example and work on line 3 first: 

AvB P 
-BvC P 
-(AvC) -C 
-A 3. -v 

Compare this tree with the first way I worked the problem, and you 
will see that this one is a good bit shorter. I worked out the problem the 
longer way the first time because I wanted to illustrate how branches get 

stacked on top of several other branches. And I wanted to show you how 
working on the sentences in a different order can make a difference as to 

how quickly you can do the problem. 
But how can you tell what the shortest way will be? I have no surefire 

formula which will work for you all the time. In general, you have to try 
to "look ahead" and try to see how the problem will work out to decide 
on an order in which to work the lines. Your objective is to get as many 
branches to close as quickly as possible. If you don't make the best choice, 
the worst that will happen is that your problem will take a little longer to 

do. 
There are several practical rules of thumb to help you out. First, 

Practical guide: Work on lines that produce stacks before lines that produce 
branches. 
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Branches make trees messy. Stacks line up more sentences along a path 
and improve your chances of getting a path to close. In the problem 
which I redid I knew I was likely to get a shorter tree by working on line 
3 before working on lines 1 and 2. I knew this because line 3 produces a 
stack while both 1 and 2 produce branches. 

A second suggestion: 

Practical guide: When you have as sentences on which to work only ones 
which are going to produce branches, work first on one which will produce 
at least some closed paths. 

If the first. two suggestions don't apply, here is a final piece of advice: 

Practical guide: If the first two guides don't apply, then work on the longest 
sentence. 

If you put off working on a long sentence, you may have to copy the 
results of working on it at the bottom of many open branches. By working 
on a long sentence early on, you may get away with its long pieces at the 
bottom of relatively few branches, making your tree a little less compli- 
cated. 

Now you should sharpen your understanding of the rules by working 
the following problems. The easiest way to remember the rules is to un- 
derstand how they work. Once you understand the reasoning which led 
us to the rules, you will very quickly be able to reconstruct any rule you 
forget. But you may also refer to the rule summary on the inside back 
cover. You should understand the boxes and circles in this way: When- 
ever you find a sentence with the form of what you see in a box occurring 
as the entire sentence at a point along a tree, you should write what you 
see in the circle at the bottom of every open path on which the first sen- 
tence occu'rred. Then check the first sentence. I have written the abbre- 
viated name of the rule above each rule. 

8-4. Use the truth tree method to determine whether or not the 
following arguments are valid. In each case show your tree, indicat- 
ing which paths are closed. Say whether the argument is valid or 
invalid, and if invalid give all the counterexamples provided by your 
tree. 

g) (KvS) h) J>D i) MEN j) T=I k) -(F&-L) 
-(K&H) K3D MS-N I &A -(L&-c) 

K>H JvK - -Tv-A F-L 
D 

I) F=G m) C>N n) -(Q>D) o) R--S p) O=-F 
G=H L .  -(l>C) -(Q&-B) -(R=T) -(F=K) 

-(Nv-I) 
F-H 

-(B&-R) 
R&-S O>K 

-N>-I m-Q 

8-5. The rules, as I have stated them, specify an order for the 
branches and an order for sentences in a stack. For example, the 
rule for a negated conditional, -(X>Y) instructs you to write a stack 

But could you just as well write the stack 

at the bottom of every open path on which -(X3Y) appears? If so, 
why? If not, why not? Likewise, the rule for the conditional, X3Y, 
instructs you to write the branches 

But could you just as well write the branches in the other order, 
writing 

at the bottom of every open path on which X3Y appears? If so, 
why? If not, why not? Comment on the order of branches and the 
order within stacks in the other rules as well. 

I 

8-6. If we allow ourselves to use certain logical- equivalences the 
truth tree method needs fewer rules. For example, we know from 

1 chapter 4 that, for any sentences X and Y, X>Y is logically equiva- 
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lent to -XVY. Now suppose we find a sentence of the form X>Y on 
a tree. We reason as follows: Our objective is to make this sentence 
true by making other (in general shorter) sentences true. But since 
-XvY is logically equivalent to X>Y, we can make X>Y true by 
making -XVY true. So I will write -XVY at the bottom of every 
open branch on which X>Y appears, check X>Y, and then apply 
the rule for disjunctions to -XvY. In this way we can avoid the need 
for a special rule for conditional sentences. 

Apply this kind of reasoning to show that, by appealing to de Mor- 
gan's rules, we can do without the rules for negated conjunctions 
and negated disjunctions, using the rules for disjunctions and con- 
junctions in their place. Also show that we could equally well do 
without the rules for conjunctions and disjunctions, using the rules 
for negated disjunctions and negated conjunctions in their place. 

8-7. In chapter 3 I extended the definition of conjunctionsand dis- 
junctions to include sentences with three or more conjuncts and sen- 
tences with three or more disjuncts. But we have not yet stated truth 
tree rules for such sentences. 

a) State truth tree rules for conjunctions of the form X&Y&Z and 
for disjunctions of the form XvYvZ. 
b) State truth tree rules for conjunctions and disjunctions of arbi- 
trary length. 

8-8. Write a truth tree rule for the Sheffer stroke, defined in section 
3-5. 

CHAPTER SUMMARY HERCISES 

Here are this chapter's important new ideas. Write a short explana- 
tion for each in your notebook. 

Truth Tree 
Counterexample 
Branching Rule 
Nonbranching Rule 
Closed Branch (or Path) 
Open Branch (or Path) 
Rule -- 
Rule & 

Rule -& 

Rule v 

k) Rule -v 
1) Rule 3 

m) Rule -3 

n) Rule - 
0) Rule -2 



Truth Trees for 
Sentence Logic 

Applications 

%I. APPLICATION OF THE RULES TO COMPLEX SENTENCES 

This is going to be a short chapter. You really have all the facts about 
truth trees. It only remains to see how to apply these facts in some new 
ways. 

In the last chapter I was careful to give you only problems in which the 
sentences were very simple. But now that you have the hang of the rules, 
let's see how to apply them in testing the validity of an argument like this: 

I 

7 B C 5; & 
X X 

Valid 

-Following the suggestion of working first on nonbranching lines, I be- 
gan with line 2. But what, then, should I do with line l ?  Line 1 is a 
disjunction of conjunctions. Which rule applies? And how? Keep in mind 

what the rules are supposed to do. Our objective is to make line 1 true, 
in all the minimally sufficient ways that this can be done. Because line 1 
is a disjunction, we must do this by making each of the disjuncts true 
along a separate leg of a branch. That is, we must make the full subsen- 
tence 'A&B' true along one branch and the full subsentence '-A&C' true 
along a second branch. The subsentences 'A&B' and '-A&C' are them- 
selves compound sentences to which we must apply the rule for conjunc- 
tion, which I have done in lines 6 and 7. 

How can you tell which rule applies to line l ?  Ask yourself: What do 1 
have to do to the whole sentence appearing on line 1 which will guarantee 
that the whole sentence is true? The answer will direct you to the com- 
ponents which must be written at points farther down on the tree. 

To see more clearly how this works, let us look at some more examples. 
If the sentence is 

I say to myself: This sentence is a conditional, the antecedent of which is 
the conjunction 'A&B' and the consequent of which is the disjunction 
'CVD'. A conditional can be made true by making the antecedent false. 
And it can alternatively be made true by making the consequent true. So 
at the bottom of every open path on which '(A&B)>(CvD)' appears, I 
must write the branch 

What should I do with 

This sentence is a negated conditional. To make it true I must simulta- 
neously make the conditional's antecedent true and its consequent false. 
So at the bottom of every open path on which it appears, I must write the 
stack 

We will look at some nastier examples in a moment. But first let's dis- 
cuss an explicit prescription for applying the rules to sentences no matter 
how complex. Suppose you are faced with a very complex sentence and 
you are not sure which rule applies. Ask yourself the following question: 
In building this sentence up from smaller parts, what was the last step? 
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What was the very last connective that got used in putting together this 
compound sentence from its components? 

I hope that by this time you are recognizing the idea of a sentence's 
main connective from chapter 1. (If you did the chapters on natural de- 
duction, you may find this section repetitious. Please bear with those who 
are learning the tree method without having learned natural deduction 
first.) 

The Main Connective in a compound sentence is the connective which was 
used last in building up the sentence from its component or components. 

To determine which rule applies to a sentence, first determine the sen- 
tence's main connective. If the main connective is not '-' all you have to 
do is to apply the rule for the main connective. If the main connective is 
'-', determine the main connective of the negated sentence. Then apply 
the corresponding rule -v, -&, -3 ,  -=, or --. 

Let us see how the rules apply to a few more examples. Consider 

What is the main connective? It is '3'. But which occurrence of '>'? It's 
the second occurrence. The parentheses tell you that the very last step in 
building u p  this sentence is to take 'A3B' and '(CvA)>B' and to make the 
first the antecedent and the second the consequent of a conditional. 

Here is another example: 

This is a negated biconditional, and the occurrence of '=' to which you 
have to apply the rule is the third. In building the sentence up from its 
parts, the very last thing that was done was to apply the outermost nega- 
tion sign. The step before that was to form a biconditional from the com- 
ponents '(A=-B)=C' and 'C>(-A=B)'. So the rule for negated bicondi- 
tional applies, using '(A=-B)=C' and 'C>(-AEB)' as the components. 
At the bottom of every open branch, we write 

Before turning you loose on some exercises, I should mention a small 
side point. When you worked problem W g ,  one of the open branches 
displayed '-H' and 'K' but neither 'S' nor '-S'. So what counterexamples 

does this branch represent? What happened in this case is that making 
'H' false and 'K' true is already enough to make everything on the branch 
true. If 'H' is false and 'K' is true, the initial sentences are true whether 
'S' is true or false. But, strictly speaking, an assignment of truth values to 
sentence letters for a sentence must assign a truth value to each sentence 
letter in the sentence. So, strictly speaking, a counterexample for this 
problem must specify a truth value for 'S'. Thus we really should say that 
the assignment of truth values which you read off the open branch, 'H' 
false and 'K' true, is an abbreviation for the pair of counterexamples, 
'-H&K&S' and '-H&K&-S'. 

However, having said this, we will record counterexamples by reading 
off the truth values for the sentence letters and negated sentence letters 
which occur on an open branch. If some sentence letters have been left 
out, we know that our list is an abbreviation for all the truth value assign- 
ments which result by arbitrarily assigning truth values for the neglected 
sentence letters. 

EXERCISES 

9-1. Determine the main connective in the following sentences: 

9-2. Test the following arguments for validity. Show your trees, 
showing which paths are closed. Say whether the argument is valid 
or invalid, and if invalid give the counterexamples provided by the 
finished tree. 

Before beginning these problems, you should review the practical 
guides at the end of chapter 8. Also, try to stay clear of the following 
pitfalls that often catch students: A tree is not completed until either 
all branches have closed or until all sentences have been checked. 
Sometimes you can see before completing a tree that there will 
surely be at least one counterexample. (This can happen, for exam- 
ple, when completing the left branch produced by an original sen- 
tence, before the right branch is complete.) But, both for safety and 
to make sure you get plenty of practice, please don't quit on a tree 
until all compound sentences have been checked. 

Sometimes students try to take shortcuts, writing down the results 
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of working on two rules at once. Often this produces mistakes, and 
makes it terribly hard for anyone to correct your papers. Finally, pay 
constant attention to the main connective. Only by correctly identi- 
fying the main connective in a compound sentence will you correctly 
apply the rules. 

e) (RvL)3(GvA) f )  (-I&-D)v-D g) (G>B)&(-GIN) 
R>-G - [(I&-J)v(D&--J)] 

BV- N 
-(B&-R) 

Nv-B - BvA 

9-2. .OTHER USES FOR TRUTH TREES 

So far we have used truth trees exclusively to test the validity of argu- 
ments. But now that we understand how truth trees work we can easily 
apply them to do all sorts of other jobs. For example, suppose I hand you 
the sentence '-(AvB)&(-A>B)' and ask you whether it is a contradiction. 
You could always work this problem with truth tables. If in all lines of the 
truth table the sentence is false, it is, by definition, a contradiction. If the 
sentence is true in one or more cases it is not a contradiction. But a truth 
tree will get the job done faster. If we make a sentence the initial line on 
a truth tree, we know the truth tree will find us a case in which the sen- 
tence is true, if there is such a case. If there is no such case, all paths on 
the tree will close. Can you see how the truth tree will tell us whether the 
sentence is a contradiction? 

To explain this more thoroughly, we can again use the idea of a coun- 
terexample. A contradiction is false in all cases. So a case in which a sen- 
tence is true constitutes a Counterexample to its being a contradiction. The 
truth tree method applies immediately to look for counterexamples to a 
sentence being a contradiction. We make the sentence to be tested the 
first line of a tree. If there are one or more counterexamples, that is, cases 
in which the sentence is true, the tree method is guaranteed to find them. 
If the tree method does not turn up a counterexample, that is, if all paths 
close, we know there are no cases in which the sentence is true. But if 
there are no cases in which it is true, the sentence is false in all cases; in 
other words, it is a contradiction. We can summarize this test by saying 

To test a sentence for being a contradiction, make the sentence the first line 
of a truth tree. If there is an open path in the tree, this path provides a 
counterexample to the sentence being a contradiction. If all paths close, the 
sentence is a contradiction. 

Applying this test to our example we get 

4AvB)&(-A>B) S (Sentence to be tested 
-(AvB) 1, & for contradiction) 
-A>B 1, & 

-A 2, -v 

X X 

Contradiction 

Is the sentence 'A=(-AvC)' a contradiction? 



X 

Not a contradiction. Counterexample: C&A. 

Note that I have written down the result of my test, that the sentence to 
be tested is not a contradiction. And note how I also put down the coun- 
terexample which shows this. 

A final small point about this example. In the annotation for line 4, 1 
have listed two rules. This is because I applied the rule v to the disjunc- 
tion on the left branch of line 3, and I separately applied the rule -V to 
the separate sentence of line 3 on the right branch. 

Can we use truth trees to determine whether a given sentence is a log- 
ical truth? Sometimes students propose the following test for a sentence 
being a logical truth: List the sentence and see if all branches remain 
open. Close,,but no cigar1 The proposed test mistakenly tells us that 'A' is 
a logical truth. If we make 'A' the initial line of a tree, there is nothing to 
do, and all branches are open. But 'A' is not a logical truth. We also get 
the wrong answer if we apply the proposed test to (Av-A)v(A&-A): 

J1 (Av-A)V(A&-A) 5 (Sentence to be tested for logical truth) 

A 
J 2  AV-A A&-A 1, v 

A I 
3 A -A A 2, v; 2, & 

One branch of this tree does close. But the initial sentence is a logical 
truth, as you can tell from the fact that one of its disjuncts is a logical 
truth. 

However, there is a very simple way to use the tree method to test for 
a logical truth. Just use the test for contradictions1 How? A sentence is a 
bgical truth just in case it is true in all cases. But a sentence is true in all 
cases just in case its negation is false in all cases. So a sentence is a logical 
truth if and only if its negation is a contradiction. Suppose, now, that I 
ask you whether a sentence is a logical truth, for example, the sentence 
of the very last example. Take the negation of the sentence. Determine 
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whether thii negation is a contradiction. If the negation is a contradiction, 
then the original sentence was a logical truth. If the negation is not a 
contradiction, then the original sentence was not a logical truth: 

X 

'-[(Av-A)v(A&-A)]' is a contradiction. Therefore '(Av-A)v(A&-A)' is a logical 
truth. 

Notice that this last tree is an example of a completed tree in which not 
all compound sentences have been checked. I never worked on line 3 
because all branches closed before I got to line 3. Once all the branches 
close, the tree is finished. There is no way to make all the initial sentences 
true. If any sentences have not been worked when all branches close, con- 
tinuing and working them would give us no new information. 

Let us similarly test '(A&B)v-A' to see whether it is a logical truth: 

'-[(A&B)v-A] is not a contradiction. 
Therefore '(A&B)v-a' is not a logical truth. 

Counterexample: A&-B 

How should we understand the counterexample here? The case A&-B 
('A' true and 'B' false) is a case in which '-[(A&B)v-A]', the sentence 
tested for being a contradiction, is true. But '-[(A&B)v-A]' is true in a 
case if and only if '(A&B)v-A', the sentence tested for being a logical 
truth, is false in the case. A case in which a sentence is f&e proves that 
the sentence is not a logical truth. Such a case constitutes a counterex- 
ample to the sentence being a logical truth. So the case A&-B is a coun- 
terexample to '(A&B)v-A' being a logical truth. Clearly, this will hold 
generally: 

For any sentence X, any case which is a counterexample to -X being a 
contradiction will also be a counterexample to X being a logical truth. 
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To summarize the test for logical truth: 

To test a sentence for being a logical truth, make the negation of the sen- 
tence the first line of a truth tree. If d the paths close, the sentence is a 
logical truth. An open path gives a counterexample to the original sentence 
being a logical truth. 

This summary makes no mention of the intermediate role of a test for 
contradiction. If you do not understand the test as just summarized, go 
back over the last two examples and make sure you can see how they fit 
in with the summary I have just given. 

We can do yet more with the truth tree method. Recall that two sen- 
tences are logically equivalent just in case their biconditional is a logical 
truth. Thus we can use the test we have just devised for logical truth to 
determine whether two sentences are logically equivalent: 

To test whether X and Y are logically equivalent, test X=Y for being a 
logical truth. If X=Y is a logical truth, X and Y are logically equivalent. If 
X=Y is not a logical truth, X and Y are not logically equivalent. A counter- 
example to X=Y being a logical truth is also a counterexample to the lo@ 
equivalence of X and Y. That is, it is a case in which one of the two sen- 
tences, X and Y, is true and the other is false. 

Can you see why a counterexample to the logical truth of X=Y is also 
a case in which one of the two sentences, X and Y, is true and the other 
is false? A counterexample to X=Y being a logical truth is a case in which 
X=Y is false. But a biconditional is false if and only if one of its compo- 
nents is true and the other is false, that is, if X is true and Y is false or 
the other way around. Finally, you can see why we would call such a case 
a counterexample to the logical equivalence of X and Y. X and Y are 
logically equivalent if and only if in all cases they have the same truth 
value. So if we have come up with a case in which one sentence is true 
and the other is false, we have a case which proves by counterexample 
that they are not logically equivalent. 

To  illustrate this method of determining logical equivalence, I will use 
it to verify one of De Morgan's rules. To show: '-(A&B)' is logically 
equivalent to '-Av-B'. 

J1 -[-(AM) = (-Av-B)1 -S (Negation of biconditional of the orig- 
inal sentences) 

. . .  
X X X X 

'-(A&B)' is logically equivalent to '-Av-B' 

This section will introduce you to one more notion: 

A set of one or more sentence logic sentences is consistent if and only if 
there is at least one assignment of truth values to sentence letters which 
makes all of the sentences true. 

The truth tree method applies immediately to test a set of sentences for 
consistency. Before reading on, see if you can figure out this test for your- 
self. 

The tree method works by finding a case in which all initial sentences 
on a tree are true, if there is such a case. So, to determine whether the 
sentences in a given set are consistent, list the sentences as the initial part 
of a tree. If there is a case in which all of these sentences are true to- 
gether, the tree method will find it. Such a case constitutes what logicians 
call a Model. which shows the initial sentences to constitute a consistent 
set. If the tree closes, the set of sentences has no model and is Inconsistent: 

A Mo&l of a set of sentence logic sentences is an assignment of truth values 
to sentence letters which makes all of the sentences in the set true. 

To test a finite set of sentences for consistency, make the sentence or sen- 
tences in the set the initial sentences of a tree. If the tree closes, there is no 
assignment of truth values to sentence letters which makes all the sentences 
true (there is no model), and the set is inconsistent. An open branch gives a 
model and shows the set to be consistent. 

To make the statement of the test correct, I have had to use the notion 
of a Finite Set of sentences, that is, a set or collection of a limited, as op- 
posed to an unlimited, number of sentences. You do not need to under- 
stand the distinction between a finite as opposed to an infinite set to un- 
derstand anything in Volume I and Volume 11, Part I of this text. But 
you may explore the idea and its implications for consistency by working 
through exercise 9-7. 

It's time to practice these new applications of truth trees. 

EXERCISES 

9-3. Use the truth tree method to determine which of the following 
sentences are logical truths. Show your completed trees. If a sen- 
tence is not a logical truth, give the counterexample or counterex- 
amples which show this. 
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9-4. Use the truth tree method to determine which of the following 
sentences are contradictions. Show your completed trees, and for 
each sentence you determine not to be a contradiction, give the 
counterexample or counterexamples which show this. 

9-5. Use the information suggested in exercise 4-3 to state a new 
truth tree test for logical equivalence. Comment on the relation be- 
tween this test and the test given in the text. 

9-6. Use the truth tree method to determine which of the following 
pairs of sentences are logically equivalent. You may use either the 
test given in the text or the closely related test you discovered in 
exercise 9-4. Show your completed trees, and when you find a pair 
which is not logically equivalent, give the counterexample or coun- 
terexamples which show this. 

a) A>-A and -A 

b) -(lvJ) and -I&-J 

c) Mv-H and -M> H 

d) -(F&P) and -F&-P 

e) (D&N)>J and D>(N>J) 
f) (I>Q)>D and l>(Q>D) 

g) L&(SvT) and (L&S)v(L&T) 

h) Hv-(-Pv-Q) and (HvP)&(HvQ) 

9-7. Consider the following definition: 

(Cl) A sentence of sentence logic is consistent if and only if it is not a 
contradiction. 

a) Are all logical truths consistent according to definition (Cl)? Ex- 
plain why or why not. 

b) Show that a sentence logic sentence is consistent according to def- 
inition (Cl) if and only if there is at least one assignment of truth 
values to sentence letters which makes the sentence true. 

If you go on in your study of logic, the more general notion of 
consistency already given in the text will turn out to be very impor- 
tant: 

(C2) A set of one or more sentence logic sentences is consistent if and 
only if there is at least one assignment of truth values to sentence 
letters which makes all of the sentences true. 

c) Show that a set of sentences is consistent according to definition 
(C2) if and only if the conjunction of all the sentences in the set is 
consistent according to definition (Cl). 

This last problem seems to show that the two definitions of consis- 
tency come to the same thing. Why, then, did I say that the second 
definition is more general? Actually, there is something not quite 
right about exercise (c). T o  see what this is, you need to understand 
the difference between a finite and an infinite set of sentences. A 
finite set of sentences has some definite number of sentences in it, 
such as 2, or 47, or 1,007,859. In an infinite set of sentences the list 
of sentences goes on without end. There is no integer which gives 
you the number of sentences in an infinite set. 

d) Here is an example of an infinite set of sentences: 

The first sentence is '-A'. The second sentence is '--A'. The third, 
fourth, fifth, and further sentences are 'A' preceded by 3, 4, 5, and 
further negation signs, so that the list goes on forever. Question: Is 
this set consistent? 

The difficulty with exercise (c) is that it makes sense only if you 
assume that the set of sentences is finite. For if the set is infinite, 
there is no sentence which is the conjunction of all its members. This 
is because in sentence logic, all sentences are finite in length. 

Now you can see why definition (C2) is more general than (Cl). 
(C2) gives sense to the consistency of an infinite set of sentences. The 
two definitions really come to the same thing, but only for finite sets 
of sentences. 

e) Describe a consistent infinite set of sentences. 

f) Use the truth tree method to test the following sets of sentences 
for consistency. In each case, show your tree. Write next to your tree 
whether the set is consistent or inconsistent, and when consistent, 
give all the models for the set which the truth tree provides. 
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f l )  PvS, P IS  

f2) (-F>S)>F, -F, S 

f 3) K&[(-K&H)vH] 

f4) NvB, Nv-B, -NvB 

From a logical point of view, you should really think of the truth 
tree method as a method for testing a set of sentences for consis- 
tency. This general method then has more specific applications, such 
as testing an argument for validity. This is because 

An argument is valid if and only if the set comprised by the argu- 
ment's premises and the negation of its conclusion is inconsistent. 

We say the same thing in other words by saying that an argument is 
valid if and only if the negation of the conclusion is inconsistent with 
(the set of) the argument's premises. 

g) Explain why the last offset statement is correct. 

Some textbooks first present the truth tree method as a test of 
consistency and then apply it to argument validity. I introduced 
trees as a test for argument validity because I wanted to motivate the 
introduction of trees with something you already know about, 
namely, arguments. It is initially hard for many students to under- 
stand the interest in consistency and inconsistency, but these notions 
will become very important in Volume 11, Part I1 of the text. 

C H A ~ E R  SUMMARY EXERCISES 

Here are the important terms and ideas from this chapter. Write 
your explanations for them as usual. This list repeats some terms 
from previous chapters. 

Main Connective 

Logical Truth 
Truth Tree Test for Logical Truths 

Contradiction 

Truth Tree Test for Contradictions 

Logical Equivalence 

Truth Tree Test for Logical Equivalence 

Consistency 

Model 
Infinite Set of Sentences 

Truth Tree Test for Consistency of a Finite Set of Sentences 
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1-1. An argument is a bslch of sentences. Ckre of them is called the 
conclusion aml the rest are called the praaises. Zhe idea is that if ycu 
believethatthepmnisesaretrue, t h e n t h a t s h a i l d g i v e y o u s a r e ~  
for beliar- that the &usion is true also. 

l3xx-e are a great many different aaq les  you cculd give of both 
indudive aml deductive e. Here is are exanples which are a l i t t l e  
different fnmn the ones given m the text: 

m i v e :  
Highgavenmnentspendingcausesinterestratestogoup. 
%e garenmnent is spending a lot. 

Interests rates will go up. 

Bdwtive: 
Either the garerrPRent w i l l  not spend a lot  or interest rates will go up. 
T h e  qavennnent will a lot. 

Intere& rates w i l l  go up. 

In the indudive Lf you really believe the you are go- 
to think that the d u s i o n  has a good chanoe of beirq true. But even lf 

there is thecausal o m n e & i o n ~ g y ~ s p e n d i n g , a m l  interest rates 
claimed in the f i rs t  p m m b ,  the connection ui not are f m .  Kmy factors 
other than garerrPnent spendin3 M1m interest rates, for v l e  the 
demmi for loans by fusbesses aml home amxs. In the case of the deductive 
argument, i f  the pmnises are the conclusion has got to be t rue also. 

F o r w t h a t t h e f i r s t v i s t r u e .  If thesecondpremiseistrue 
also the f l rs t  disfurct of the f lrst  prerpise is false. So the d y  way lef t  
for the f i rs t  premise to be true is for 1ts s d  disjurct to be true, which 
is the d u s l o n .  

1-3. A non-truth-fumticmal sentmce is a lcp-r3er sentence built up fmm om? 
or m r e  shorter carponent sen- in which the truth value of the whole is 
NOP determined JUST by the tnxth of the ~cnpo3lents. In other 

in  order to figurecut thetruthvalue of thewhole youwould have to know 
m r e t h a n j u s t t h e t n x t h v a l u e o f t h e ~ a r c c a p o n e n t S .  H e r e a m  
exanples: \Smith believes that TdqQ has a larger @ation than New York. ' 
l%e expression \Smith believes that* can be regarded as a caplective. Put it 
in frwt of a sentence aml ycu get a new, 1-er sentmce. But the 

t m t h v a l u e o f t h e s h o r t e r s e n t m c e i s n o t e n a l g h t o ~ t h e t r u t h  
value of the lorqer sentmce. ~u'ulwirq &sther TdqQ has a larger @ation 

than New York w i l l  not tell you khether Smith believes that TdqQ has a 
larger @ation than New York. Here is another exauple. Su~pose we are 
f l i~p-  a penny. mi-: \'Ihe pmny canes up heads is more pmbable than 
the penny caresup tails.' Knowingthetruthvalue of \%penny 
heads.' aml The pamy cares up tails.' is Wt enalgh to know whether 



up heads is (or  w a s )  mrre likely than c m h g  up tails. !lt~ knw bhetbr thi 
is true ycu med to knw &&her or not the coin is wighted to make heads 
more likely than tails. 

=I 

D, -G 
G 
GI D 
(DV-B)&)h(M) I DJB 
DV-B, M 
Dl -B 
-B 
B 
D, B 
Ll ( W - N &  (Mv-L) 1 
MI -N&(Mv-L) 
-Nl Hv-L 
N 
MI -L 
L 

1-5. b) is not a pxpr sentence logic sentence. There is noway t o g e t t k  
~ i o n b y h u i l ~ i t u p b y t h e f ~ l l ~ t i o n n r l e s f m m s h o r t e r s e n t e n z  
logic sentenzs. ' - I   plies only to a  sentence,  arrl no sentence begins w i t  
'&I. f )  i s a l s o n o t  a  smteme logic sentence. In this casethepxblem j 
thatparenthesesaremissingwhichwouldtell~whetbrthesentence~ 
s q p e d  to be a  amjunction of two shorter sentences or a  disjunction of t 
shorter seartenms. 

Ihe ather expressions are a l l  pxpr sentence logic sentenoes. 

a) b)  
1-6. A B -B -BVA BVA -(BVA) C) Q T  W Q q + + T  ( W ) & ( + J ~ )  

t t f  t t f  t t  t f f  f  f  
t f t t t  f  t f  t f t  t t 
f t f  f  t f  f t  t t f  t t 
f f t t f  t f f  f  t t  t f  

e) A B C -B 
t t t  f  
t t f  f  
t f t  t 
t f f  t 
f t t  f  
f t f  f  
f f t  t 
f f f  t 

f)  K P M - P  
t t t  f  
t t f  f  
t f t  t 
t f f  t 
f t t  f  
f t f  f  
f f t  t 
f f f  t 

q) D B -B -B DV-B DV-B M (DV-B) & (DV-B) [ (DV-B) & (Dv-B) ] & (Dm) 
t t f  t t t t t t 
t f t  f  t t t t t 
f t f  t t f  t f  f 
f f t  f  f  t f  f  f 

h) LMN*-N-L+lv -L-N&(+lv -L)  Hv[-N&(*-L)] L&(Hv[-N&(*-L)]) 
t t t f  f  f  f  f  t t 
t t f f  t f  f  f  t 
t f t t  f  f  t f  f  
t f f t  t f  t t t 
f t t f  f  t t f  t 
f t f f  t t t t t 
f f t t  f  t t f  f  
f f f t  t t t t t 

1-7. Quotation marks function to farm the NAME of a  letter or expression. 
' A 1 i s a ~ o f A .  Pnrs,whenIwanttotalkabcutasentenxletter, m a  
caopand I prt cpolxs a d  the expression. CYI the other hard, I 
use no plrrtes when I IEE an expression. Also I am wing ba ld  face capitals 
to talk abcut sentenzs generally. 

Ffdlosqhers~ertothisdistinCtionasthedistinctionbetweenUse 
arrl Mention. 

d) D G G W G & D  (W)v(G&D) 
~ t t f f  t t 

t f  t t  f  t 
f t f  f  f  f  
f f f f  f  f  



2-1. To say that Adam is not both ugly and duub is to say that he is not 
ugly, or he is not duub (or possibly not either ugly or dub) : \uv-D*. 
Qually, this m to sayirq that he is not both ugly and du&: -(Urn). If 
ycuthinkabcutthesetwoexpessions, Ihcpeycuwillseethattheycaneto 
the same thing. We shall prcne that they are logically equivalent in the 

nSrt dmpter. But '-U&-D' is an hame& ttanscripticm. T r a n ~ ~ i b e  it back 
into qglish, and ycu get: 'Adam is not ugly and not duub,' adl is sayirq 
scmmmgstrongerthanthatAdamisnotbothuglyandduub. 

2-3. a) Either Adam @ b l d  or not. 
b) M a m l a v e s E v e a n d i s n o t b l d .  
c) Neither is Adamin lavewithEvenor isEveclever. 
d) Mam is b l d ,  or Eve is dark eyed and not clever. 
e) Eve is either in lave w i t h  Adam or not clever, and either Adam is not 

b l a ndo rhe i s i n l avewi thEve .  
f )  Either it is the case that both Adam laves Eve or Eve laves Adam and 

Eveis&clever,ori t isthecasethatEveisclwerandnotdarkqred.  
g) Eve is clever. Rnthemore, either it is not both true that Eve 

1ovesPdamardAdamisbld;  orEveisdarkeyedandAdameither isnot  
bland or is in lavewithEve. 

2-4. Y c u r  choice of sentence letters may of course vary £ran mine. But ycu 
shculdhavesentenoeletterssymbolizirqthe~meataaicsentencesasinthe 
answers belcw. 

a) RvT (R: Roses are red. T: Wler w i l l  eat  his hat.) 
b) P&-R (P: Ik&y Pythcn is funny. R: khrt W c a d  is funny.) 
c) +X-N (C: Chicago is bigger than New York. N: New York is the 

largest city.  ) 
d) W D  (F: I w i l l  finish this logic ccurse. D: I w i l l  die tryirq to 

finish this logic cause. ) 
e) -(I%&), or +ly, 4W-S (H: W.C. Fields is handsame. S: W.C. 

Fields is snart.) 
f )  -(GUU) , or  equally, 4 - U  (G: Uncle Scrooge was genemus. U: Uncle 

SQooge--.) 
g) T&O (T: Mirnesata Fats tried to diet. 0: Wmemix Fats was very 

overweight.) 
h) (P&I)&-E (P: F e t e r  likes pickles. I: Peter likes ice cream. E: Peter 

likes to e a t  pickles and ice crpam together.) 
i )  (Rf&)&T (R: Roses are red. B: Violets are blue. T: T J X U I S C ~ ~ ~ ~ ~  

this jirqle is not hard to do.) 
j ) (m) & (-s&-N) , or +ly, (w) &- (SvN) (0: Cblmhs sailed the ccean 

blue in 1491. T: 031rmjxls sailed the ccean blue in 1492. S: 031mhs 
dkccmxd the Sarth mle. N: 031- discrrvered the Nnrth mle.) 

k) [ (C&P)v(W) ]&D (C:Iulre w i l l  caM up with IhI-UI Vader. P: Iulre 
w i l l p t a r r l e x d t o D a r t h V a d e r .  G: aarthvaderwillgetaway. T: IhI-UI 
Vader w i l l  cause mre tmuble. D: Everrtudlly the mire w i l l  be &stmy&.) 

3-1. We are goirq topruve the DeMolqan lawwhidl says that - ( M )  is 
logically equivalent to -X&-Y. We will do this by calculath3 the Venn 
Diag?.am Area for the f i r s t  sentence and then for the d sentence: 

All points h i d e  All points artside of 
of X or inside of Y ( M I  

All points artside All points artside All points h ide  
of X of Y both -x and -Y 

Wecansee tha t t hea r ea sa r e the saw .  S i n c e t h e a r e a s ~ t h e c d s e s  
inwhidlthesentencesaretrue,thetwosentencesaretrueinthesame 
cases, that is, they are logically equivalent. 

~awweusethesamemethodtop~~~ethelogicalequivalenmof X&(YvZ) 
and (X&Y)V(X&Z) : 

Yvz 

All points h i d e  All points inside of bath X 
of Y or h ide  of Z . and b i d e  of YvZ. 

7.  -: 
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A l l  p o b  h i d e  All points h i d e  A l l  points h i d e  of 
0fbothXandY OfbothXandZ either X&Y or X&Z. 

sirm the coincide, the smtemes are logically 'equi~errt. 

Finally we do the same for Xv(Y&Z) and (]rvY) & ( W )  : 

All points h i d e  
0fbathYandZ 

A l l p o i n t s h i d e o f x  
or h i d e  of (Y&Z) 

A l l  points inside All points inside A l l  points inside of 
of X or inside of Y of X ar inside of Z of both ]rvY and of ma 

BV-A 
-AvB CM 
-AV-B EN, SIE 
-(&B) PI 

( c w v ( = ) v [ = -  (-=-A) I 
( W ) V  (c&B)V[C&- (-B&-A) ] at, SIE 
[ (CWv(-)  Iv[C&-(-=-A) I A 

(A*) IV [a- (-=-A) I Dr 
[a (AVB) ]V[a i  (-BV-A) ] PI, SIE 

( A m )  I v P  (BVA) I EN, SIE 

P ( A W  Iv[C&(AW I CM, SIE 
( A m )  R 

h) N o t e  that in proving two sentences, X and Y to be logically 
equivalent, one can just as well start w i t h  the secard and pmve it logically 
equivalent to the first as start with the first and pmve it logically 
equivalent to the seccd. 

C& [-AV- (*A) ] 
C& [-Av (+A) ] PI. SIE 
C& [-Av (=-A) ] EN, SIE 

(C&-A)V[C& (*A) I D 
(C&-A)v[ (=)&-A] A, SIE 
(=-A) V (-A) R, SIE 
C&-A R 

PI, SIE 
EN, SIE 
A, SIE 
D 

A, 
a, 
A, 
R, SIE 
CM, SIE 
A, SIE 
R .~. ; 



3-3. For any Sentenoes X, Y, and Z, -(X&Y&Z) is l o g i c a l l y  equivalent to 
-m-w-Z. 2u-d -(m) is l o g i c a l l y  equivalent to -x&-Y&-z. 

3-4. SqpceewehaveadisjuncticmMrY, a n d s t q y e t h a t x i s a l o g i c a l  
truth. T h a n ~ t h a t i n e v e r y p c s s i b l e c a s e X ~ s t r u e .  Butthe 
~unCticmMrYistrueinanycaseinwhi&eitheraneofitsdisjllnctiaclf 
is tzue. Sinm X is a l w a y s  true, MrY is always true, wh i&  is to s a y  that 
MrY is a logical truth. 

S q p s e ,  rrw, thatwe have a mjlmcticpl, X&Y, and that X is a cclltra- 
diction. lhat is to say, in every possible case, X is false. But the 
r m j u n c t i c m  X&Y is false in any case in whi& either of its rmjuncts is 
false. Sinm X is false in every possible case, X&Y is false in every 
possible case, i&i& means that X&Y is a r m t r a d i c t i c m .  

3-5. By \A& (Bv-B) ' is l o g i c a l l y  equivalent to \A'. 

Av(-A&B) 
(Av-A) & (AvB) D 
AVB E E  (Iaw of l o g i c a l l y  true rrJrriun=t) 

(AVB) & (Av-B) 
Av(B&-B) D 
A m 

h) (A&B)V(-Ah-B) 
(Av-A) &(&-A) & (AV-B) & (Bv-B) D (Pmblem 3-2 f )  
(Bv-A) & (Av-B) rn 
(-Am) &(-&A) a4, SIE 

i )  - (-Am) v-AvC 
(-A6-B) V-AvC PI, Em3 
(A&-B)v-AvC DN, SIE 
[ (A6-B) v-A]vC A, SIE 
[ (Av-A) &(-&-A) ]VC D, SIE 
(-&-A) vC rn, = 
( -Av-B) vC at = 
-Av-BvC A 

3-7. a )  Neither. b) O n t r a d i c t i c m .  c )  Neither. d )  L o g i c a l  Ruth. 
e )  ~ m t x d i c t i c m .  f )  C a r t r a d i c t i c m .  g )  Neither. h )  L o g i c a l  Ruth. 
i )  L o g i c a l  Ruth. j) meal Ruth. k) Neither. 1 )  L o g i c d l  Ruth. 

3-8. a )  We first work the prcblem w i t h  a truth table: 

A BA&B-(A&B) ' -(A&B)'istrueifcase2istrueI i f c a s e 3  
t t t f is true or i f  case 4 is true. 'AkB' says that 
t f f t o s e 2 i s t r u e t ' - A & B ' s a y s t h a t o s e 3 i s t r u e  
f t f t and '-A&-B' says that 4 is true. SO, the 
f f f t disjlmctiacm of th€se three Qseilescribing 

sentences is l o g i c a l l y  equivalent to '-(A&B) : 

'Ihe dis jun=tive normal form of '- (A&B) ' is ' (A&-B)v(-A&B)v (-A&-B) ' . 
Ncm let's try to work the p r c b l e m b y  usirg a sapsme of laws of logical 
equivalence. 'Ib work the prcblem given what ycu kmw, ycu have to a ~ p l y  
C&xgan's l a w  and then fiddle aranrd until ycu get the Serrtence into the 
right form. 'Ihe followirg does the jd: 

- 
-Av-B PI 
[(-A&B)v(-A&-B)]v[(-B&A)v(-B&-A)] Zaw of e x p m i c m  (prcblem 3-6 c ) ,  SIE 
(-A&B)v(-A&-B)v(-B&A) A, R 

b )  F i r s t  w i t h  truth tables: 

A B C -A A&B -AM: (A&B)v(-W) -[ (A&B)v(-AM:) ] 
t t t  f t f t f 
t t f  f t f t f 
t f t  f f f f t 
t f f  f f f f t 
f t t  t f t t f 
f t f  t f f f t 
f f t  t f t t f 
f f f  t f f f t 

' Iherearefw~inwhi&thef inalsentenceistrue,QsQ-ibedbythe 
sentences 'A&-B&C', 'A6-B&C', '-AE&-C', a n d  '-A&-B6-C'. 'Ihe whole  
i s t r u e i n a n y a n e o f t h s e c a s e s ,  a n d i n m a t h e r s ;  s o w e g e t a l o g i c a l l y  
equivalent sentace b y  lacing the dis j lp lc t icm:  'Ihe disjunctive mnnal form 
of' -[ ( ~ B ) v ( - A K )  ] ' is ' (A6-B&C)v(-AE&-C)V(A&-~&-C)V(-A&-~&-C) ' . 

Ncm let's use l a w s  of logicdl equivalm. I first a ~ p l y  DeMorgants l a w  
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twice. 'lbk gives a conjurcticm of disjunctions, an3 I want the qpsite, 
namely a disjunction of omjunctia.  But I can rmvert the cne to the ather 
by using the disbibutive l a w  twice. Actually we already did the work in 
pmblem 3-4. e ) ,  so I just c i te  that pmblem far  the resul t .  The reailtir~~ 
conjunctions only irnrO1ve two of the three letters in the pmblen, so I have 
to apply the law of expnsicm to ea& of them to get the final disjunctive 
mxmd farm: 

-[ (A=)v(-AW I 
-(A=) 6- (-=I M 
(-Av-B) & (Av<) M, CN, SIE 
(-A&A)v(-B6A)v(-A&-C)v (-B&-C) Pmblem 3-4. e) 
(-B&A) v (-A&-C) v (-BkC) a) 
(-B&A&C) v (-B&A&-C)v (-AHXB) v (-A&-C&-B)v (-B&-C&A) v (-&-+A) law of 

expmsicm 
(-B&A&C) v (-BSA&<)v (-AHXB) v (-A&-C&-B) A, R. 

3-9. If 'v* occurs in a -, it rmst occur w i t h  two dis-jumts, in the 
form XVY. %at is, XVY is either the whole sentenx, or it is s a ~  

suasentence. By the' law of &able negaticm XVY is logically equivalerrt to 
-(X?), which by w s  l a w  is equivalerrt to -(-X&-Y). So by the law of 
subt l tut icn of loglcal equivalerrts we can substitute -(-X&-Y) for XVY in the 
original sentenz. We rvrw repeat this pmcdme for a l l  oaurences of 'v' 
un t i l  a l l  these are eliminatd. 

lb eliminate all omumces of I&* fmm a sentence we proceed in the 
same way excqk that we use the lqical equival-: 

X&Y 
--(x&Y) m 
-(-Xv-Y) M 

3-10. Far any sf?ntences, X an3 Y, X*X is logically to -X, and X*Y 
is logically eq~va len  to -(X&Y) . So (X*Y) (X*Y) is logically eqivlalent to 
X&Y. Sinoe we lowv that any truth furction can be exPKes& w i t h  '€4' and 
'-*, and since we c?n apmss tkse w i t h  '**, we can apPeS6 any truth 
fuxzticm w i t h  \**, i.e., '** is expmssively aapleb. 

3-11. Ihe truth functicm given by the logical truth *Av-A' cannot be 
expms& using *&*  as the only m v e .  For sqpce  we had s a ~  big, 
long conjMctim of conjunction of.. . . a m j u n c t h .  A t  the cuterrnost level 
t h i s s e n t e n o e w i l l h a v e t h e f o n u X & Y , w h e r e X a n d Y m a y  themselvesbe 
-junctions. X&Y can be made false i f  we make X false. Nar, Y is either 
an atauic sentenx letter, in which case we can make it false, thereby 
making X&Y false. Or Y is a amjumticm, X*&YP. We can make the anjunction 
false just by making Y* false. Y* is either an atauic sentenoe letterwhich 
we can make false, or Y* is in turn a amjuncth .  We amtime in this way, 
andsocnerorlaterwegetckmntoanatauicsentenzletter. Bymaking 
t h i s b o t t a a l e v e l ~ l e t t e r f a l s e , w e m a k e e v e r y t h i n g o n u p f a l s e .  
'musthereisacaseforuhichX&Y is false, sothatX&Ycarolotbealqical 
truth. 

For s h x i r q t h e y i v e  inmpleteness of 'v* w e w i n t h e   me 
way, to show that no a]umticm of disjunction of.. .disjuncti- can be a 
aant rad ic th .  A t  the battaa level, i f  we make cne of the atauic sentence 
letters true, we make everything cm up true. 

1-r a apmss any truth furcticm using two atauic sentenz letters 
as arguments because '-* applies only to cne caaponent sentence. 

All pamle die saneday. 
I am a per-. - 
I w i l l  die saneday. 

All Rqmblicans are amserJative. ('Ibis argument is 
m is a Rqmblican. notsa~dbecause 

the f i r s t  pmhe 
Reagan is c!asemative. is not true.) 

A l l  Rqmblicans are bald. 
Reagan is a Rqmblican. 

R3agan is bald. 

A l l  ice cream is sc~eet. 

This amkie is sweet. 

This amkie is (made of) ice m. 

Anyme W lmes l q i c  is bald. 
Rzbert W o n l  is bald. 

4-2. a) A B RhB -(A&B) -A -B 
t t t  f f f  since there is a w l e  
t f f  t f t  theargumentisINvAIm. 
f t  f t t f * c E  
f f  f t t t *  

b) A B -A -A* 
t t  f t *  S h  there are no crJUnte-les 
t f  f f thealxjmmtis-. 
f t  t t 
f f  t t 

c) A B -B AvB -&A 
t t f t  t *  
t f t t  t *  
f t  f t f 
f f  t f t 

since there are no W l e s ,  
theargumentis-. 

d) A B -A AVB -AVB 
t t f t  t *  since there is a w l e ,  
t f  f t f theargumentisINvALID. 
f t  t t t*cE 
f f  t f t 



e)  A B C -C A&B A6-C Bv-C (A&B)v(A&-C) 
t t t  f t f t t *  
t t f  t t t t t *  
t f t  f f f f f 
t f f  t f t t t *  
f t t  f f f t f 
f t f  t f f t f 
f f t  f f f f f 
f f f  t f f t f 

Sirce tbxe are n, -lest the argument is VAIJD. 

4-3. First, sqpce that X is logically equivalent to Y. That mans that in 
a l l  possible cases X d Y have the same truth value. In particular, in a l l  
c a s e s i n w h i c h X i s t r u e Y i s t r u e a l s o , w h i c h i s t o s a y t h a t t h e a r g u m e n t  
X/Y is valid. Similarly, in a l l  possible cases in which Y is true X is true 
dlso, whichistosaythattheargumentY/Xisvalid.  

N c w ~ t h a t t h e a r g u m e n t X / Y d Y / X a r e b o t h v a l i d .  Wehaveto 
show that  on this as tq t ion  X d Y have the same truth value in a l l  possible 
cases. W e l l ,  srppose t t y  don't. That is, suppose there is a possible - 
i n w h i & X i s t r u e d Y ~ s f a l s e o r a p o s s i b l e o s e i n w h i c h Y i s t r u e d  
X is false. A possible - of the f i r s t  kind would be a v l e  to 
the argumoent X / Y ,  d a possible case of the second kind would be a 
w l e  to the argument Y/X. Hmever, e are su~posing that these 
t m  arguments are valid. So there can't be any awfi pcssible cases d X 
d Y have the same truth value in a l l  possible cases. 

4-4. Fbll~~ation Rules: 
i )  hrery capital letter 'A', 'B', 'C' ... is a sentence of sentence 

logic. Such a sentence is called an Atonic Sentence or a Sentence 
x'&er. 

ii) I f  X is a sentence of sentence logic, so is (-X) , that is, the 
sentence farmed by taking X, w r i t i n g  a \-' in front of it, d 
smmrdkqthewholeby-. Suchasentenceiscalleda - - 
Negated Se;lteKE. 

iii) I f  X, Y, . . . ,Z  are sentences of sentence logic, so is (X&Y&. . . &Z) , 
tha t i s thesentencefarnredbywri t i rqa l lof thesenbras  
X,Y, ..., Z separated by '&'s d - the whole with 
parentheses. Such a sentence is called a Canjurcticn, d the 

iv) 

v) 

v i  ) 

sentences X, Y, ... Z are called its Canjuncts. 
I f  X, Y,. . . ,Z are sentenms of sentence logic, so is (M.. .vZ) , 
that is thesentence farnredbywritirqall of t h e s e n b r a s  
X,Y,. . . ,Z  separated by 'v's d sumam%q the whole with 
parentheses. Such a sentence is called a Disjumticn, d the 
sentences X, Y, . . .Z are called its Disjuncts. 
I f  X d Y are serrtenoes of sentence logic, so is (X -> Y ) ,  that is 
the sentence farnred by writirq XI follawed by '-9, follawed by Y 
d ling the whole with parentheses. Such a sentence is 
called a Cearditicmal. X is called the mrditicmal's Antecederrt atd 
Y its C m s q w n t .  
I f  X d Y are sentenms of sentence logic, so is (X .c-> Y ) ,  that 
is the sentence farnred by writirq X, follawed by '<->', follawed by 
Y d s t m m d b q t h e w h o l e w i t h p a r e n t h e s e s .  Suchasentenceis 
called a Bimrditicmal. X d Y are called the bimrditicmal's 

Ccnponents. 

vi i )  Qlly those 7 formed us- ru l e s  (i)-(vi) are sentences of 
sentence logic. 

Rules of valuation: 
i) Ihetruthvalueofanegatedsentenceis ' t ' i f themEpcnent(the 

serrteKzwhich has been negated) is 'f'. 'Ihe truth value of a 
negatedsentenceis'f ' ifthetruthvalueoftheccaponentis 't ' .  

ii) Ihe truth value of a amjunction is 't' i f  a l l  an]uncts have truth 
value 't'. Otherwise thetruthvalue of the anjunction is 'f'. 

i i i ) Ihe  truth value of a djumticp.1 is 't' i f  at least one of the 
dijucts have truth value 't'. Otherwise the truth value of the 

did- is 'f'. 
iv) Ihe truth value of a mrditicmal is 'f' i f  its anboxk& is true 
d its is false. Otherwise the truth value of the 
mrditicmal is 't' . 

v) Ihe truth value of a biwrditional is 't' i f  both anpenents have 
thesametruthvalue. Otherwisethetruthvalueofthe 
biamkiticmal is ' f' . 

4-5. 
a) A B A->B 

t t  t *  
t f  f Sinx there is a axmterewnple, 
f t  t*CE t h e a r g u m e n t i s m .  
f f  t 

b) A B -B A->-B -A 
t t  f f  f 
t f  t t  f Sinx there are n, -lest 
f t f t  t *  theargumerrtisWD. 
f f  t t  t 

C) A B -B A<->B AV-B 
t t  f t t *  
t f  t f t Sinx there is a -let 
f t  f f f the argument is l lwuuID.  
f f  t t t*CE 

e) A B C AvB AM: 
t t t  t t 
t t f  t f 
t f t  t t 
t f f  t f 
f t t  t f 
f t f  t f 
f f t  f f 
f f f  f f 

AV-B AVB 
t t 
t t *  Sinx there am2 n, ccllmtersranples, 
f t t h e a r g u m e n t i s w .  
t f  

CVA (AVB) ->(AM:) -C 
t t f * C E  
t f t 
t t f * C E  Sinxtheream2carnter- 
t f t -1- to the argument, 
t f f t h e i 5 m p E a i s m .  
f f t 
t t f *CE 
f t t 
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f )  A B C -B -C AVB AV-C (Am) <-> (Av-C) -BVC AvC 
t t t  f f t t t t t *  
t t f  f t t t t f t  
t f t  t f t t t t t *  S b t h e r e a r e n o  
t f f  t t t t t t t *  W l e s t o t h e  
f t t  f f t f f t t ~ f t h e ~  
f t f  f t t t t f f is VALID. 
f f t  t f f f t t t *  
f f f  t t f t f t f  

4-6. 
a )  (A->B) <-> (--A) 

(A->B) <-> (A->B) 8, SLE 

This is a logical truth, s b  A->B is l o g i c a l l y  equivalent to itself, and E 

bi-tiandl is a logical truth i f  its carponents are lggically equivalent. 

But 'EK->B* is a l o g i c a l  truth ( a s  in prcblem a ) ,  and a d i s j u n c t i c m  with a 
logical truth as a disj- is a logical truth. So the original sentence i~ 
a logicdl truth. 

c )  A<->-A 
(A->-A) & (-A->A) B 
(-Av-A) & (-AvA) C 
-AhA tN,  R, S I E  

d )  A->-B 
-Av-B C (neither a l o g i c a l  truth nor a a m t r a d i c i t i c m . )  

e )  (A->B) v (A->-B) 
-AvBv-Av-B C, A, S I E  
-Av ( W-B) Rt A, 

A d i s j u c t i c m  w i t h  a logically tw disjunct is logically tw (exercise 
3-4). So this is a logical truth. 

f )  - (AVB) & (-A->B) 
-(Am) &-(-A&-B) C* SIE 
- (AVB)&(AVB) PI, tN, S I E  

'Ihis is a conjunc t icm of a sentenz w i t h  it's negat icm and so is 
a c m t r a d i c t i c m .  

9 )  (A<->A) ->(B<->-B) : Pmblm (c) that the is a 
c m t r a d i c t i c m .  S b  'A* is logically equiva le r r t  to itself, the antecedent 
is a logical truth. S b  the antecedent is always tw and the 
is always false, this is a c o n t r a d i d i c m .  

h) [ - ( H A )  & (C->A) ] -> (C->B) 
-[-@->A) & (C->A) ]V (C->B) C 
@->A) V- (C->A) V (C->B) PI, SLE 
(-WA) v (CkA) v (a) ct SLE 
(-BvA) v ( e B )  v (&A) A, SIE 
(-BvB) v (Av-C) v (a -A)  CM, A, S I E  

i )  [A-> (B-X) ] -> [ (A->B) -> (A-X) ] 
- (-AV-BVC) V[- (-Am) V-AvC] CDI At = 
(A&B&-C) v (AkB) v-AvC PI, tN, A, S I E  

[ C v ( m - C )  lv[-Av(*B) I A, 
{ [Cv(A&B) ] & (Cv-C) )V [ (-AvA) & (-Av-B) ] D, SIE 
[Cv(A&B) ]v-Av-B L E ,  A, SIE 

W[ (-1 v- (Am) I PI, A* = 
This is a logical truth because one of its disj& is a logical truth. 

4-7. 
a )  'You w i l l  sleep too late unless y set y a ~  alarm. * This sentence makes 
a causal claim, to the effect that setting y a ~  alarm w i l l  keep y fran 
sleeping too late. Whether or mt the causal cwmcticn holds is a m a t t e r  
aboveandbeycadthetnlthvalueofthecarpenerrts* ' Y o u w i l l s l e e p t o o  
late, * and 'You set yw alarm. * 

b) 'Argumerrt 4-5.a) is valid unless it has a c c u n t e r e x a n p l e *  . S b ,  by 
d e f i n i t i c m ,  an aqm?nt  is valid i f  and only i f  it has IKI axl r r te rexanples ,  
only the t ru th  value of the carpenerrts is relevant to the truth value of this 
example. 

c )  i )  ' Y o u m * t g e t a n A i n t h i s c a u s e u n l e s s y s t u d y h a r d . *  This 
transcribes as 'SV-A*, (S: You hard. A: You get an A in this -.) 

i i )  'Ihe critically ill p t i e r r t  w i l l  die unless the doctors cperate. 
'Ihis transcribes as '-0->D* (0: 'Ihe doctors cperate. D: 'Ihe critically ill 
p t i e r r t  w i l l  d i e . )  

i i i )  'You may drive thnxlgh the irRersecticn unless there is a red 
light. * Dc->-R (D: You may drive the htexezticn. R: Them is a 
red l i g h t . )  

These ewnples, and the whole biness  of transmibirq ' u n l e s s *  require 
sane Garment. First, most logic texts will tell y to t r ansch  ' u n l e s s *  
as a Ccpditiandl or a disjuncticn. By the l a w  of the corditiandl, these two 
approaches are -le, sanetimes the one b e i n g  rmre mtural, 
sanetimes the other. F W  wen menticn the p o s s i b i l i t y  of transcribirq 
with the bicorditiandl. I, in a m i n o r i t y ,  think that in moet cases the 
bicanaitiandl -lies a more faithful transcriptim. 

N o t i c e  that there is a slzaqparallel betwen the difference in 
transcribing ' u n l e s s *  with a canaitiandl versus a bicorditiandl and the 
difference in hansmbing ' o r*  as irrclusive versus exculsive disjunction. 
'Ihe parellel berxmPs rmre StriJCirKJ when y note that 'X<->-Y* the 
aclusive d i s j u n c t i c m  of X and Y. Pws transcribing X unless Y as -Y->XI 
equivalently as XvY, corresporrls to transcribirq ' u n l e s s *  as irrclusive ' o r* ;  
while transcribing it as X<->-Y cmmspds to txanscribirq ' u n l e s s *  as 
exclusive 'or*. ..o: 



I h e ~ l e i s s u e i s r w i l l y v e r y ~ e a r ,  anithereascnisthatindLmost 
all usagss, \unless8 is not tnrth f l n r c t i d .  Thus, like a gmat marry uses 
of \If...ther~...~, tranScipticms h t ~  logic are faulty and -te at 
best. 

4-9. The follcuirqwm% can be used in varicus ways to build up xn-tmth 
f u n c t l d  amnectives in m g l h .  Fbr exauple, \believes8, w k n  cfmbined 
w i t h  a pemon8s name maJces sucfi a ocanective: 'Jchn believes that.. . #. 
' ~ 8 i s t h e ~ i a l w a r d i n t h e a n n e c t i v e ' I t c u p l t t o b e t h e c a s e  
that...' and so CPI. 

i) ~maltes8, \causes8, \because8, %rirqs atcut8 \since8, 
'mans8, 'in3icates8. 

ii) 3wst8, \possible8, \ w l e 8 ,  \mare pmbble (likely) than8, 
'a2ght8 , 'may'. 

iii) %elieve8, 'hope8, \hark8, Wish8, \fear8, \expzt8, \like8, 
'-8, vboamge8. 

iv) \&fare8, 'soosler than8, \after8, 'later than8, \at the same time 
as8, ' s h 8 .  

lhere are, of axuse, marry, Emy other sucfi axmectives in English! 



Q>-s 1,R 
S 3,4,>E 

Q>(SVF) 2,R 
SVF 3,6,>E 
F 5,7,- 

Q>F 3-8,>1 

4 
5 
6 
7 
8 
9 

A>K 1 3  
K 3,4,>E 
RVP 5,- 
(RVP)>L 2,R 
L 6,7,>E 

A>L 3-8, >I 

1 AVB P 

5-2. k) 

1 
2 
3 
4 

I 

6 
7 
8 
9 
10 
11 
l2 
13 
14 
15 
16 
17 

P P 
(-mq>B P 
(Ftr-D)+K P 
D(W-F) P 

P'-" A 

(Ftr-D)+K 3,R 
-K 5,6,>E 
P 1,R 
D(Mr-F) 4 3  
Mr-F 8,9,>E 
-F 7,10,vE 
-D 5,11,vE 
-DvK l2 ,vI 

(->B 2,R 
B l3,14,>E 
BV-P 15,vI 

(Ftr-D) >(BV-P) 5-16, >I 



2 

3 -A 1,2,>E 
4 I-A 3,-E 



4-7, -I 
-F A 

-Fx 1 3  

I", 9,10,>E 
8,R 

-F 9-l2 , -1 
F l3,-E 5-6. far most valid a q m m k ,  sane truth assigpmwts to the sentence 

le t te rswhi&l l lakeoneormxepremisefa lsewi l lmakethecadusionh 
and sane such assigpmwts will make the cadus ion  false. mr ewmple, 
the argument, "A, A->B. Pleref- B." is Mid. Making A true arrl B 
false makes one premise, \A->Bf,arrl the c a d u s i c m s ,  \Bf false. Making 
\Af false and \B' true makes one premise, \Af false arrl the cadus ion  \B' 
true. Sane M i d  aTrguneits do not have so rmcfi freedcm. "B. -fore 
B." is valid. O b v i ~ ~ ~ l y  in this exanple the arrl d u s i o n  always 
have the - truth value. "B. Therefore Av-A. ~s also Mid. ~n this 
case the canclusion is a logical truth a d  so always true. Eut these are 
special cases. In general, anythhq can hagpen, depenlirg on the details 
of the case. 



-D A 

-CVD 3 ,R 
-C 4 , 5 , a  

B A 

E x  2,R 

1% 7,8,>E 

6,R 
-B 7-10, -I 
AVB 1,R 
A 11,=,- 

-bA 4-l3,  > I  

FM) A 



WS) & (QD) P 

SAX>( [ D ( r n  I>(NW P ShB) >K P 
QP)&(GvP) P 
w-> (-Pa) P 

S A 

-B A 

-Bc-> (-Pa) 3 ,R 
-=(-Pa) 6,OE 
-Pa 5,7,>E 

-P a,= 
G a,= 
(QP) & (GVP) 2 ,R 
QP =,a 
P 1O,l2,>E 

-B 5-U,-I 
B 14, -E 
ShB 4r15ra 

>K 1,R 
K 16,17,>E 

j>K 4-18, >I 

I," 2,R 
3,4,- 

-m 3-5, >I 
T A +DG 3 ,R 

I", 5,6,>E 

4,R 
-+i 5-8, -I 
H 9t-E 

4-10. >I 
A 

I- 11,VI 
D (lw 11-l2, >I 

NM; lO,U,>E 

G 14,&E 
DG +=,>I 

p A 

C3-H 2,R 

I," 13,14,% 

l2,R 
< U-16, -I 

I+G 12-17, >I 

*-Xi 11,18,01 

A 

QD 4,R 
D 17,18,>E 

SVD 19,vI 

(rn)>((D(PVK))>(NW) 2 3  
(D(rn)>(NW 20,21,>E 

P A 

I m K  23,vI 
F"(rn 23-24, >I 
NM; 22,25,>E 
N 26, &E 

x 17-27, >I 
K-X 16,28,0I 9,vI 

3 ,R 
-D 9-11, -1 
CV-B 2,l2,>E 

(kvB)&(CV-B) 8,U,&I 



IB A 
f 
l BVA 4 ,vI 

BVA 1,2-3,4-5,AC 
AM: A 

A 7,a 
C 7,= I%=) 8,10,&1 9 ,vI 

Ah(=) 1,2-6,7-l1,AC 

B A 

3 ,R 
6,7,>E 
8,vI 

AVC 2,4-5,6-9,AC 



rv(=) P 

A A 

1;: 2 ,vI 
2 , v I  

(AvB)&(AW) 3,4,&I 

pic A 

B 68= 
C 6 1 a  
AvB 7 ,vI 
AvC 8 , v I  
(AvB)&(AW) 9 , 1 0 , & I  

AVB) & (AW) 1, 2-5,6-11,AC 

< 3,R 
A 4 1 5 , a  
A>D 21R 
D 6,7,>E 
RVD 8 , v I  

(AW) > (M) 4-9, > I  

l l , R  
U ,VI 

(AW) > ( m )  12-14, >I 
CAW) > (M) l 1 3 - l O , l l - l ~ , A C  



I 

J'(CVD) 2,R 
am u8U8s * 3 tR 
D 14,I5,W3 
RrD 16,VI 

RrD 5,6-ll,u-17,kC 

-(MI 48R - (rn 5-19, -I 
WD) >- (RU) 4-20, >I 

1 
2 

- 
X+>Y prqlut for derived rule 
X - 

1 
2 

- 
X<->Y lnpR for &,rived rule 
Y - 



- 
(Irqut for derived rule - 

A 
Irprt for derived rule 

2 
3 I'Y - 

-MI Irprt for deriwd 
rule 

X A 

1%) 2,- 
1,R 

-X 2-4, -I 
A 

6,VI 

I Y M )  1 3  
-Y 6-8, -I 
-W-Y 5,91= 

-x&-Y Irprt for 
deriwd rule 

M A 

- (=y) 
P=- 
-XC--Y 
-x 
-Y 
X 
Y 
XLY 

- (XLY) 
-(-WY) 
-MrY 

-f= 
M v e d  rule 

A 

2,M 
3,s 
3,s 
4,-E 
5,-E 

6,7,= 
1,R 
2-9, -I 
10, -E 

- W Y  IWyt for 
derived rule 

1 

2 

D Y  Irprt for 
&rived rule 

-Y A 

1 

2 

3 

4 
5 
6 
7 
8 
9 

-DY Irprt for 
derived rule 

-Y A 
r 

-X A 

-DY 1 rR 

I!Y 3,4,>E 
2 ,R 

-X 3-6,-I 
X 7t-E 

-Y>x 2%,>I 



P 

B A 
L 

L R  
mm 2,3,>E HVR 

+I A 

4 3  516,- 

-?DR 5-7, >I 
m-?DR) 2-8,>1 

1 

2 

Inprt f= 
derived nile 

A 

-(my) InpR f= 

derived nile 
-X A 

It'&'?t for 
&nved nile 

A 

1 

2 

-M Inprt for 
derived nile 

X A 

1 
2 

3 

4 
5 
6 
7 
8 
9 

W(IbP) P 
EM) P 

M A 

EM) 2,R 
D 3,4,>E 
W(IbP) 1rR 
IbP 3,6,>E 
P 5,7,>E 

W P  3-8,>1 



- 

AVB 1 ,R 
B 4151- 
-m-> ( o m )  2,R 
( o m )  >-B 7 , O E  

- ( o m )  6 , 8 , m  
+D 9 , M  
-D lO,&E 

( = ) v ( W = )  3 3  
Dm A 

ID 1 3 , a  

G A 

GVA 3 , v I  

(GVA) > (IDB) 1, R 
IDB 4,5,>E 

P A 

IDB 6,R 

I& 7,8,>E 

7 1 9 1 a  
B(It&B) 7-10, >I  
O D W ) ) > K  2 3  
K l l , 1 2 , > E  

S K  3-13, > I  

A 

IDF 5 3  

IL 20,21,>E 
2 2 , v I  

DvF 15,16-19,20-23,AC 
DvF 1, 6-7,8-24,AC 



7-5. we have a derivation w i t h  X as its only premise and Y and -Y as 
omzlus?ons. Relabel X as an asmpt ion ,  and make the Wle derivation the - 
sub-denvation of a W e s s  arterderivation. The sub4erivation 
lice- dmwing -X as final Ocndlusion of its OUterQrivation by *lying 
RD. ~ a n y ~ o f t h e n e w t e s t f o r c c P r t s a d i c t i o n ~ n b e ~ t o  
an instance of the old test. 

[ I W )  >P P 
-M P 
Jlu! P 
30 P 

rn 2 3  
T 3,4,>E 
D B  13 
B 3,6,>E 
B&T 5,7,&I 

D(=)  3-8, > I  
( M ) > ( D ( B W )  2-9,>1 

( B )  > ( ( )  > ( D  ( )  ) ) 1-10, >I 

1 DF A 
f 

W A 

K 2, a 1~ 13 3,4,>E 

( W ) > F  2-5, >I 
-=-(=a 6,- 

[IOF) > (-F>- ( W )  ) 1-7, >I - 
mu 
N 
N>(C&K) 
c&K 
C 
K 
0 (K'P) 
IOP 
P 
B 
P6lB 

- ( p a )  
f 



- (W-R) &- (N<->-R) 1, C - (W-R) 21= 
- (M->-R) 21= 
*&-R 3 1 m  
+.I 5 ,  a 
-R 5 1 a  
R 7.-E 



I've d-eated in this p r & l e ~ ~ ~ h K J  the &rived rule f m  the-distributive 
law (DS) , whi& I did not idmxhm=.Ycl have really dDne the wrk of p h K J  
the distrilxltive law as a derived rule in pr&lem 7-ld. 

7-8. a) A sentence is a ccertradiction if ard only i f  there is not an 
assi- of truth values to sen- letters whi& rmkes it true. WIlce a 
se tofsentences is inxpls i s ten t i fa rdonly i f  i tscmjunctionisa 
amtxadictim. 'Ibis chracbxizatian wxks only for finite sets of 
sentences, sirce there cam& be a ccmjunction of an infinite set of 
sentences. 



VALID 

VALID 

VALID 



8-2. Since a omjunction, XU, is true whenever both X and Y are true, when 
we have a omjunction on a tree, both omjmzts shauld be w r i t t e n  on me 
brandl directly belaw the ccnjuncticm: 

X&Y 
X 
Y 

Fbr a negated omjunction, -(X&Y) , we first use -'s Law to get -Xv-Y. 
Then, we sinply use the mle for disjunctions. 

Similarly, to  get the mle for ccrditicndLs, X->Y, we use the OmriiticndL 
Law to get -MI and then use the mle for ~ u n c t i o n s .  Again, for negated 
ccrditionals, -(X:>Y), we use the cxrditiavil Law to get X&-Y, and then the 
mle for anjumtlons. 

Biaalitianals are a bit  more tricky. First ,  we m i d e r  what the 
biccrditicnal X<->Y is logically equivalent to: (X&Y)v(-X&-Y). Sinm this is 
itself a disjunction, we will have tw brarrfres, eacfi of whi& will have the 
dlsocapositim pxcdwts from a omjunction on it. the d t  is: 

x<->Y 
X -x 
Y -Y 

For negated biccrditiavils, we note that -(X<->Y) is logically ecprivalent t o  
-[(X->Y)&(Y->X)]. By DeMCqan's Law, this is equivalent to -(X->Y)v-(Y->x); 
and, by the ccrditicmal law, we get: (X&-Y)v(Y&-X). Again, we use the rules 
for disjunctions and amjunctions to get tw brarrfiea, similar to that abave. 

h 

3 
I 

-F 
I 

-x 
X 

INVAUD. C.E.: (F&-X) 

1 * -(-S & T) 
2 -S 

3 
I * -s 

I * 
4 S 

X 
RWALD. C.E.: (-5ti-T) 

INVAIJD. C.E.: (-I&-F&P) 

1 * K v H  P 
2 -x P 
3 * -(H & D) -C 

4 
I 
x 

I 
H 1 v 

X I-- 
5 i i  

I 
-D 3 -& 

RWALD. C.E.: (-K&H&-D) X 

lXVAID. C.E.: (F&-X) 



INVALID. C.E. : (+I&-N) 

* T <-> I 
* I & A  

* -(* v -A) 
I 
A 
*-'I' 
* -A 

T 
A  

I A 

T 
I 
4' 

I -I 
X 

C.E.: ( I M )  

K 

I-- 
7 -K 

I 
-H 

X 
INVWD. C.E.: (K&-H&S) 



1 * '(F & -L) 
2 * -(L & -C) 
3 * -(F <-> L) 

L 

4 
I 
-F 

I 
* -L 

5 I L 

I-- I I-- 
6 -L -L 

I 

* T  
* 4 

I-- I X 
7 F -F 
8 -L L 
9 X X C C 

I-- I I-- 
10 F -F F 

I 
-F 

11 -L L -L L 
X X 

IWALXD. C.E.: (-FKXL) 

* C > N  
* -(I > C) 
* -(N V -I) 

* -(4 > -I) 
I 

-c 
4 

* -I 
4 

* -I 
I 
I 

I 
-c 

I 
N 

C.E.: (I6dX-N) X 

12 
13 
INKUZD. C.E.: (Q&-D&B&R) 

8-4. 0)  

1 R <-> -S 
2 -(R <-> T) 
3 -(R & -S) 

,. 

4 
I 
R 

I 
-R 

5 -s -s 
I-- 

6 R 
I 
-R 

7 4' T 

I-- I X 
8 -R * -S 
9 X S 
10 X S 

1 ------- 
11 R 

I 
-R 

U 4' T 
X I-- 

13 -R 
I 

-s 
IWNXD. C.E.: (-R&S&T) 



8-5. 
Indoingtruthtrees,wearecmcemedwithtbetruthvaluesofatauic 

which are minimilly sufficient to make tbe original Sentence true. 
Thus, i f  a nile tells us to w r i t e :  X 

-Y we could j u s t  as well write tbe 
stackintbereversearder. ~ i s b e c a u s e i t i s t b e t r u t h v a l u e s o f t b e  
atauicsentencesthatwearecancernedwith, soarderdDesnotll~ltter. 
[ N o t i c e t h a t X a n d - Y o n t h e s a m e s t a c k o a r r e s p c P d s t o  (X&-Y),whichis 
logically equivalent to (-Y&X) .] Similarly, tbe order of braKfies does not 
mtter, s h  XvY is logically equivalent to M. 

B 
* -[(B v C) & (B v D)] 

I A 

* -(B v C) 
I 

* -(B v D) 
-B -B 
-C -D 
X X 

8-6. 
By using DeMoqanls Law, we can charye a negated omjunction -(X&Y) to 

a disjunction -Xv-Y, and tAen &oxpe this using tbe rule for disjunctiarrs. 
In this way, we can & away with the rule for negated omjunctions. 
Similarly, we can &ange any negated disjunction -(XvY) to a omjunction, 
-X&-Y, ard then use the nile for omjunctiarrs. 

We can also do away with tbe rules for disjunctions and omjunctions, ard 
use cmly tbe rule for negated disjunctions ard negated -junctions. In this 
case, l&mmnx we had a omjunction, X&Y, on a tree, we wxld use l I e M o ~ ' s  
Law to get -(-Xv-Y), ard use the rule for negated aisjunctions. Likewise, 
any disjlnrctim, XvY, could ke mnverted to a negated omjunction, -(-X&-Y) , 
using IxMxqan's Law. 

* D v F  
K > -F 

* -[-F > (D v K)] 
-F 

* -(D v K) 
-D 

8-7. 
a) S h  a omjunction X&Y&Z is true wlwever X and Y and Z are a l l  

true, whenever we have a omjuncticn with three omjuncts in  a tree, we 
sinply mite: X 

Y 
Z um3emeath the 01cigjna.l omjunction. 

Similarly, any disjunction %MvZ is t r u e  wbmver either X or Y or Z is true. 
So, on a tree, we write three bmmhs urder tbe disjunction: 

b) In general, for a omjunction of any length, X&Y&. . .&Z, in a tree, we 
write a l l  of the omjuxztx in one brarrch directly belay the original 
omjunction. For adisjunctionof any length, MrYv...vZ, i n a  tree, wewrite 
one branch for eacfi of tbe disjuxztx belay the original disjunction. 

8-8. 
By the truth table definition of tbe Sheffer Sbmk, we saw that X I Y  is 

logically equivalent to -(XvY); a d ,  by DeMxganls Law, it is logically 
@vale& to -X&-Y. So, in a truth tree, -we see xIY, we write -X 
arrd -Y on one bmmh directly belay it. We also saw that  X ~ X  is logically 
equivalent to -X; so, wherwer XIX a~pears in a truth tree, we siPply write 
-X djrectly belay it. 



9-2. e) 
1 ( R V  L) > ( G V A )  P 
2 * R > C  P 
3 -(B & -R) P 
4 -(-B V  A) C 
5 -B 4 Y 

6 -A 4 Y 

7 B  5 - 
A 

8 
I 

* - ( R V U  
I 

*.IA 
1 > 

9 -R 8 Y 

1 0  -L 8 Y 

I-- 
11 -R C 2 > 

I 
C 

I-- 
-R 

I 

I- I I- I I-- I I-- 
l2 -B *-R % *-R -B * 4 

I 
-B -R 3 -& 

l3 X R  X R  X R  X R  12- 
X X X 

14 
I --I 
G  A 8 V  

VAI9) X X 

* (-I & -D) v -D 
-[(I  & J) v ( D L  J ) ]  

( 1 L - J )  v (DL*)  

I 
4 *- I&*  
5 -I 
6 -D 

7 
I- 

* I & <  
I 

* D & J  
8 I D  
9 J J 

X X 
INVWD. C.E.: (-D&ILJ) 

1 * I >  ( J > K )  
2 * - [ ( I > J )  > q  
3 * I > J  
4 f( 

5 
I 
-I 

I 
J > K  

6 
I-- 

-I 
I 
J 

I- 
-I 

I 
J 

I --"- I I-- 
J K J 

I 
K 

IWALZD. C.E. : (-K6-IU) ; (-KCIW) .;, X X X 

5 > 
ll- 





[ ( F L - B ) v Q l > [ A L  ( S v T ) l  
F L  -(S L A )  

* S V A  
- [B> ( A > S ) ]  

F  
-(S L  A) 

B  
-(A > S) 

A  * 
I 

- [ ( F L  -B) v Q 1  
I 

* A &  ( S V T )  
-(F &  -8) A  

Q * s v T  

I A 

s 
I 
A  

I- 
s 

I 
A 

X I- I X * -A 
I-- * I 

-A 

1-1 x I - - -  I X 
-P+ -B S  T  
X B  X 

INVAUD. C.E.: (-): (- 



9-2. t) 
1 R->[4 v (C & T)] 
2 A v (Oc-sO) 
3 -[F> (J > O)] 
4 -[R->(T & A) ] 
5 F 
6 * -(J > 0 )  
7 J 
8 *-4 
9 0 

10 
I 
F 

I 
-F 

ll * 4 v ( C & T )  -[4 v (C & T)] 

I A I X 
12 A Oc-sO 

I-! 
U  F -F 

I-- 
F 

I 
-F 

4 -  m .  *-@&A) T L A  
I-- I x I-- I X 

I 5 4  +CYT 4 * C & T  
16 X C X C 
17 T T 

I --I 
18 -A 

Id- 
4' 

I 
d 

X X x 1"- 
C 

I 
< 

0 0 
m. C.E.: FU- X 

P 
P 
P 
C 
3 -> 
3 -> 
6 -> 
6 -> 
8 - 
1 0  
l o  

2 v 

4-0 
4-0 

llv 
I5 & 
15 & 
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9-7. 
a) Yes. Acaxdig to the definition (Cl) , a sentence of SL is 

wnsistent i f  ard only if  it is not a rmtadiction. But, no logical truth 
am be a contradictian; so, al l  logical truths are amsistent. 

b) S ~ a r m t a d i c t i i c n i s & f i n e d a s a s m t e m x w h i d s n n o t b e t r u e  
under any possible assigment of truth values to a-c sentence letters, any 
sentence w h i d  has at least one assignwrt of truth values to a-c senbnce 
letterswhidmakesittmeismtacantradiction. But, ifthesentemeis 
mt a colrtradiction, then it is consistent (Cl) . Likewise, i f  a senteme is 
wnsistentaazxdqto (Cl), then it ismtaamtradict ion;  Urns, there is 
at least one assigmmt of truth values to atcmic sentences which makes the 
serrtenoe true. 

C) (C2) essentially states the fact that the set (X,Y,Z) is consistent i f  
ard only if there is an assigmmt of truth value8 to a-c ser&mes w h i d  
makesXardYardZalltrue. But,whereverthisisthecase,thereisan 
assignwrt whid makes X&Y&Z true. lpi! aamrdirq to (Cl), any Sentence o SL 
is amsistent i f  it is not a --on. If WY&Z is true in an 
assignwrt, then it is mt a cantradicticn. 'Iherefore, a set of sentences is 
consistent amrdirq to (C2) if ard only if  the a m j d o n  of its manbers is 
consistat a- to !a). 

d) No, the given set ~s not wnsistent. According to (a), a set of 
sentences is amsistent i f  ard only if  there is an assigmmt of truth values 
tosentenceletterswhidmakesall-ofthesettrue. But, any 
assignment which makes -A true w i l l  IMke -a false, ard vice versa. 

e)  Any infinite set of sentences whid dces mt include a sentence X ard 
its negation -X (or some sentence or sentenxs whid imply -X) is a 
wnsistent set. Wre is one vie: (Al, A2, A3, . . .). 
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Syntax 

1-1. WE NEED MORE LOGICAL FORM 

In Volume I you gained a firm foundation in sentence logic. But there 
must be more to logic, as you can see from the next examples. Consider 
the following two English arguments and their transcriptions into sen- 
tence logic: 

(1 ) Everyone lwes Adam. A - (2) Eve loves Adam. B 

Eve loves Adam. B Someone loves Adam. -d 

In sentence logic, we can only transcribe the sentences in these arguments 
as atomic sentence letters. But represented with sentence letters, both nat- 
ural deduction and truth trees tell us that these arguments are invalid. 
No derivation will allow us to derive 'B' from 'A' or 'C' from 'B'. A&-B 
is a counterexample to the first argument, and B&-C is a countcrexam- 
ple to the second. An argument is valid only if it has no counterexamples. 

Something has gone terribly wrong. Clearly, if everyone loves Adam, 
then so does Eve. If the premise is true, without fail the conclusion will 
be true also. In the same way, if Eve loves Adam, then someone loves 
Adam. Once again, there is no way in which the premise could be true 
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and the conclusion false. But to say that if the premises are true, then 
without fail the conclusion will be true also is just what we intend when 
we say that an argument is valid. Since sentence logic describes these ar- 
guments as invalid, it looks like something has to be wrong with sentence 
logic. 

Sentence logic is fine as far as it goes. The trouble is that it does not go 
far enough. These two arguments owe their validity to the internal logical 
structure of the sentences appearing in the arguments, and sentence logic 
does not describe this internal logical structure. To deal with this short- 
coming, we must extend sentence logic in a way which will display the 
needed logical structure and show how to use this structure in testing 
arguments for validity. We will keep the sentence logic we have learned 
in Volume I. But we will extend it to what logicians call Predicate Logic 
(also sometimes called Quant$cational Logic). 

Predicate logic deals with sentences which say something about some- 
one or something. Consider the sentence 'Adam is blond.' This sentence 
attributes the property of being blond to the person named 'Adam'. The 
sentence does this by applying the predicate (the word) 'blond' to the 
name 'Adam'. A sentence of predicate logic does the same thing but in a 
simplified way. 

We will put capital letters to a new use. Let us use the capital letter 'B', 
not now as a sentence letter, but to transcribe the English word 'blond'. 
And let us use 'a' to transcribe the name 'Adam'. For 'Adam is blond.', 
predicate logic simply writes 'Ba', which you should understand as the 
predicate 'B' being applied to the name 'a'. This, in turn, you should un- 
derstand as stating that the person named by 'a' (namely, Adam) has the 
property indicated by 'B' (namely, the property of being blond). 

Of course, on a different occasion, we could use 'B' to transcribe a dif- 
ferent English predicate, such as 'bachelor', 'short', or 'funny'. And we 
could use 'a' as a name for different people or things. It is only important 
to stick to the same transcription use throughout one problem or exam- 
ple. 

Predicate logic can also express relations which hold between things or 
people. Let's consider the simple statement that Eve loves Adam. This 
tells us that there is something holding true of Eve and Adam together, 
namely, that the first loves the second. To express this in predicate logic 
we will again use our name for Adam, 'a'. We will use a name for Eve, 
say, the letter 'e'. And we will need a capital letter to stand for the relation 
of loving, say, the letter 'L'. Predicate logic writes the sentence 'Eve loves 
Adam.' as 'Lea'. This is to be read as saying that the relation indicated by 
'L' holds between the two things named by the lowercase letters 'e' and 
'a'. Once again, in a different example or problem, 'L', 'a', and 'e' could 
be used for different relations, people, or things. 

You might be a little surprised by the order in which the letters occur 
in 'Lea'. But don't let that bother you. It's just the convention most often 
used in logic: To write a sentence which says that a relation holds between' 
two things, first write the letter which indicates the relation and then write 
the names of the things between which the relation is supposed to hold. 
Some logicians write 'Lea' as 'L(e,a)', but we will not use this notation. 

Note, also, the order in which the names 'e' and 'a' appear in 'Lea'. 'Lea' 
is a different sentence from 'Lae'. 'Lea' says that Eve loves Adam. 'Lae' 
says that Adam loves Eve. One of these sentences might be true while the 
other one is false! Think of 'L' as expressing the relation, which holds just 
in case the first thing named loves the second thing named. 

Here is a nasty piece of terminology which I have to give you because 
it is traditional and you will run into it if you continue your study of logic. 
Logicians use the word Argument for a letter which occurs after a predi- 
cate or a relation symbol. The letter 'a' in 'Ba' is the argument of the 
predicate 'B'. The letters 'e' and 'a' in 'Lea' are the arguments of the re- 
lation symbol 'L'. This use of the word 'argument' has nothing to do with 
the use in which we talk about an argument from premises to a conclu- 
sion. 

At this point you might be perplexed by the following question. I have 
now used capital letters for three different things. I have used them to 
indicate atomic sentences. I have used them as predicates. And I have 
used them as relation symbols. Suppose you encounter a capital letter in 
a sentence of predicate logic. How are you supposed to know whether it 
is an atomic sentence letter, a predicate, or a relation symbol? 

Easy. If the capital letter is followed by two lowercase letters, as in 'Lea', 
you know the capital letter is a relation symbol. If the capital letter is 
followed by one lowercase letter, as in 'Ba', you know the capital letter is 
a predicate. And if the capital letter is followed by no lowercase letters at 
all, as in 'A', you know it is an atomic sentence letter. 

There is an advantage to listing the arguments of a relation symbol 
after the relation symbol, as in 'Lea'. We can see that there is something 
important in common between relation symbols and predicates. To attrib- 
ute a relation as holding between two things is to say that something is 
true about the two things taken together and in the order specified. To 

- attribute a property as holding of one thing is to say that something is 
true about that one thing. In the one case we attribute something to one 
thing, and in the other we attribute something to two things. 

We can call attention to this similarity between predicates and relations 
in a way which also makes our terminology a bit smoother. We can indi- 
cate the connection by calling a relation symbol a Two P h e  Predicate, that 
is, a symbol which is very like an ordinary predicate except that it has two 
argument places instead of one. In fact, we may sometimes want to talk 
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about three place predicates (equally well called 'three place relation sym- 
bols'). For example, to transcribe 'Eve is between Adam and Cid', I intro- 
duce 'c' as a name for Cid and the three place predicate 'K' to indicate 
the three place relation of being between. My transcription is 'Keac', 
which you can think of as saying that the three place relation of being 
between holds among Eve, Adam, and Cid, with the first being between 
the second and the third. 

This is why our new logic is called 'predicate logic': It involves predi- 
cates of one place, two places, three places, or indeed, any number of 
places. As I mentioned, logicians also refer to these symbols as one place, 
two place, or many place relation symbols. But logicians never call the 
resulting system of logic 'relation logic'. I have no idea why not. 

Our familiar sentence logic built up all sentences from atomic sentence 
letters. Predicate logic likewise builds up compound sentences from 
atomic sentences. But we have expanded our list of what counts as an 
atomic sentence. In addition to atomic sentence letters, we will include 
sentences such as 'Ba' and 'Lea'. Indeed, any one place predicate followed 
by one name, any two place predicate followed by two names, and so on, 
will now also count as an atomic sentence. We can use our expanded stock 
of atomic sentences to build up compound sentences with the help of the 
connectives, just as before. 

How would you say, for example, 'Either Eve loves Adam or Adam is 
not blond.'? 'Lea v -Ba'. Try 'Adam loves himself and if he is blond then 
he loves Eve too.': 'laa & (Ba 3 Lae)'. 

In summarizing this section, we say 

In  predicate logic, a capital letter without a following lowercase letter is (as 
in sentence logic) an atomic sentence. Predicate logic also includes predicates 
applied to names among its atomic sentences. A capital letter followed by 
one name is a One Place PrediGate applied to one name. A capital letter fol- 
lowed by two names is a Two Place Predicate applied to two names, where the 
order of the names is important. Predicates with three or more places are 
used similarly. 

EXERCISES 

In the following exercises, use this transcription guide: 

a: Adam 
e: Eve 
c: Cid 

Bx: x is blond 
Cx: x is a cat 

Lxy: x loves y 
Txy: x is taller than y 

1-1. Transcribe the following predicate logic sentences into English: 

a) Tce 

b) Lce 

c) -Tcc 

d)  Bc 

e) Tce 3 Lce 

f )  LcevLcc 

g) - ( h e  & Lca) 

h) Bc = (Lce v Lcc) 

1-2. Transcribe the following English sentences into sentences of 
predicate logic; 

a) Cid is a cat. 

b) Cid is taller than Adam. 

C) Either Cid is a cat or he is taller than Adam. 

d)  If Cid is taller than Eve then he loves her. 

e) Cid loves Eve if he is taller than she is. 

f )  Eve loves both Adam and Cid. 

g) Eve loves either Adam or Cid. 

h) Either Adam loves Eve or Eve loves Adam, but both love Cid. 

i) Only if Cid is a cat does Eve love him. 

j) Eve is taller than but does not love Cid. 

1-2. QUANTIFIERS AND VARIABLES 

We still have not done enough to deal with arguments (1) and (2). The 
sentences in these arguments not only attribute properties and relations 
to things, but they involve a certain kind of generality. We need to be able 
to express this generality, and we must be careful to do it in a way which 
will make the relevant logical form quite clear. This involves a way of 
writing general sentences which seems very awkward from the point of 
view of English. But you will see how smoothly everything works when 
we begin proving the validity of arguments. 

English has two ways of expressing general statements. We can say 'Ev- 
eryone loves Adam.' (Throughout, 'everybody' would do as well as 'every- 
one'.) This formulation puts the general word 'everyone' where ordinarily 
we might put a name, such as 'Eve'. Predicate logic does not work this 
way. The second way of expressing general statements in English uses 
expressions such as 'Everyone is such that they love Adam.' or 'Everything 
is such that it loves Adam.' Predicate logic uses a formulation of this kind. 
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Read the symbol '(Vx)' as 'Every x is such that'. Then we transcribe 'Ev- 
eryone loves Adam.' as '(Vx)Lxa'. In words, we read this as "Every x is 
such that x loves Adam." '(Vx)' is called a Universal Qzlant$er. In other 
logic books you may see it written as (x). 

We are going to need not only a way of saying that everyone loves 
Adam but also a way of saying that someone loves Adam. Again, English 
does this most smoothly by putting the general word 'someone' where we 
might have placed a name like 'Eve'. And again logic does not imitate this 
style. Instead, it imitates English expressions such as 'Someone is such that 
he or she loves Adam.', or 'Some person is such that he or she loves 
Adam.', or 'Something is such that it loves Adam.' Read the symbol '(3x)' 
as 'Some x is such that'. Then we transcribe 'Someone loves Adam.' as 
'(3x)Lxa'. '(ax)' is called an Exisbntd Quantifier. 

In one respect, '(ax)' corresponds imperfectly to English expressions 
which use words such as 'some', 'there is a', and 'there are'. For example, 
we say 'Some cat has caught a mouse' and 'There is a cat which has caught 
a mouse' when we think that there is exactly one such cat. We say 'Some 
cats have caught a mouse' or 'There are cats which have caught a mouse' 
when we think that there are more than one. Predicate logic has only the 
one expression, '(ax)', which does not distinguish between 'exactly one' 
and 'more than one'. '(3x)' means that there is one or  more x such that. 
(In chapter 9 we will learn about an extension of our logic which will 
enable us to make this distinction not made by '(ax)'.) 

In English, we also make a distinction by using words such as 'Everyone' 
and 'everybody' as opposed to words like 'everything'. That is, English 
uses one word to talk about all people and another word to talk about all 
things which are not people. The  universal quantifier, '(Vx)', does not 
mark this distinction. If we make no qualification, '(Vx), means all people 
and things. The same comments apply to the existential quantifier. En- 
glish contrasts 'someone' and 'somebody' with 'something'. But in logic, if 
we make no qualification, '(3x)' means something, which can be a person 
or  a thing. All this is very inconvenient when we want to transcribe sen- 
tences such as 'Someone loves Adam.' and 'Everybody loves Eve.' into 
predicate logic. 

Many logicians try to deal with this difficulty by putting restrictions on 
the things to which the 'x' in '(Vx)' and '(ax)' can refer. For example, in 
dealing with a problem which deals only with people, they say at the out- 
set: For this problem 'x' will refer only to people. This practice is called 
establishing a Universe of Discourse or Restricting the Domain of Discourse. I 
am not going to fill in the details of this common logical practice because 
it really does not solve our present problem. If we resolved to talk only 
about people, how would we say something such as 'Everybody likes 
something.'? In chapter 4 I will show you how to get the effect of restrict- 
ing the domain of discourse in a more general way which will also allow 

us to talk at the same time about people, things, places, or whatever we 
like. 

But until chapter 4 we will make do with the intuitive idea of restricting - 
'x' to refer only to people when we are transcribing sentences using 
expressions such as 'anybody', 'no one', and 'someone'. In other words, 
we will, for the time being indulge in the not quite correct practice of 
transcribing '(Vx)' as 'everyone', 'anybody', etc., and '(3x)' as 'someone', 
'somebody', or the like, when this is the intuitively right way to proceed, 
instead of the strictly correct 'everything', 'something', and similar expres- 
sions. 

The  letter 'x' in '(Vx)' and '(3x)' is called a Variable. Variables will do an 
amazing amount of work for us, work very similar to that done by English 
pronouns, such as 'he', 'she', and 'it'. For example, watch the work 'it' does 
for me when I say the following: "I felt something in the closed bag. It 
felt cold. I pulled it out." This little discourse involves existential quanti- 
fication. The  discourse begins by talking about something without saying 
just which thing this something is. But then the discourse goes on to make 
several comments about this thing. The  important point is that all the 
comments are about the same thing. This is the work that 'it' does for us. 
It enables us to cross-reference, making clear that we are always referring 
to the same thing, even though we have not been told exactly what that 
thing is. 

A variable in logic functions in exactly the same way. For example, once 
we introduce the variable 'x' with the existential quantifier, '(3x)' we can 
use 'x' repeatedly to refer to the same (unknown) thing. So I can say, 
'Someone is blond and he or she loves Eve' with the sentence '(3x)(Bx 
&Lxe)'. Note the use of parentheses here. They make clear that the quan- 
tifier '(ax)' applies to all of the sentence 'Bx & Lxe'. Like negation, a 
quantifier applies to the shortest full sentence which follows it, where the 
shortest full following sentence may be marked with parentheses. And the 
'x' in the quantifier applies to, or is linked to, all the occurrences of 'x' in 
this shortest full following sentence. We say that 

A quantifier G o v m  the shortest full sentence which follows it and Binds the 
variables in the sentence it governs. The latter means that the variable in 
the quantifier applies to all occurrences of the same variable in the shortest 
full following sentence. 

Unlike English pronouns, variables in logic do not make cross-references 
between sentences. 

These notions actually involve some complications in sentences which 
use two quantifiers, complications which we will study in chapter 3. But 
this rough characterization will suffice until then. 

Let us look at an example with the universal quantifier, '(Vx)'. Consider 
the English sentences 'Anyone blond loves Eve.', 'All blonds love Eve.', 
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'Any blond loves Eve.', and 'All who are blond love Eve.' All these sen- 
tences say the same thing, at least so far as logic is concerned. We can 
express what they say more painstakingly by saying, 'Any people are such 
that if they are blond then they love Eve.' This formulation guides us in 
transcribing into logic. Let us first transcribe a part of this sentence, the 
conditional, which talks about some unnamed people referred to with the 
pronoun 'they': 'If they are blond then they love Eve.' Using the variable 
'x' for the English pronoun 'they7, this comes out as 'Bx > Lxe'. Now all 
we have to do  is to say that this is true whoever "they" may be. This gives 
us '(Vx)(Bx 3 Lxe)'. Note that I have enclosed 'Bx > Lxe' in parentheses 
before prefixing the quantifier. This is to make clear that the quantifier 
applies to the whole sentence. 

I have been using 'x' as a variable which appears in quantifiers and in 
sentences governed by quantifiers. Obviously, I would just as well have 
used some other letter, such as 'y' o r  '2'. In fact, later on, we will need to 
use more than one variable at the same time with more than one quanti- 
fier. So we will take '(Vx)', '(Vy)', and '(Vz)' all to be universal quantifiers, 
as well as any other variable prefixed with 'V' and surrounded by paren- 
theses if we should need still more universal quantifiers. In the same way, 
'(3x)', '(ay)', and '(32)' will all function as existential quantifiers, as will 
any similar symbol obtained by substituting some other variable for 'x', 'y', 
o r  '2'. 

T o  make all this work smoothly, we should clearly distinguish the letters 
which will serve as variables from other letters. Henceforth, I will reserve 
lowercase 'w', 'x', 'y', and 'z' to use as variables. I will use lowercase 'a' 
through 'r' as names. If one ever wanted more variables or names, one 
could add to these lists indefinitely by using subscripts. Thus 'a,' and 'dl,' 
are both names, and 'xl' and 'z54( are both variables. But in practice we 
will never need that many variables or names. 

What happened to 's', 't', 'u', and 'v'? I am going to reserve these letters 
to talk generally about names and variables. The  point is this: As I have 
mentioned, when I want to talk generally in English about sentences in 
sentence logic, I use boldface capital 'X', 'Y', and 'Z'. For example, when 
I stated the & rule I wrote, "For any sentences X and Y. . . ." The idea 
is that what I wrote is true no matter what sentence you might write in 
for 'X' and 'Y'. I will need to do  the same thing when I state the new rules 
for quantifiers. I will need to say something which will be true no matter 
what names you might use and no matter what variables you might use. I 
will do  this by using boldface 's' and 't' when I talk about names and 
boldface 'u' and 'v' when I talk about variables. 

T o  summarize our conventions for notation: 

We will use lowercase letter 'a' through 'r' as names, and 'w', 'x', 'y' and '2' 

as variables. We will use boldface '8' and 't' to talk generally about names 
and boldface 'u' and 'v' to talk generally about variables. 

1-3. THE SENTENCES OF PREDICATE LOGIC 

We now have all the pieces for saying exactly which expressions are going 
to count as sentences of predicate logic. First, all the sentences of sentence 
logic count as sentences of predicate logic. Second, we expand our stock 
of atomic sentences. I have already said that we will include among the 
atomic sentences predicates followed by the right number of names (one 
name for one place predicates, two names for two place predicates, and 
so on). We will do the same thing with variables and with variables mixed 
with names. So 'Bx' will count as an atomic sentence, as will 'Lxx', 'Lxy', 
and 'Lxa'. In general, any predicate followed by the right number of 
names and/or variables will count as an atomic sentence. 

We get all the rest of the sentences of predicate logic by using connec- 
tives to build longer sentences from shorter sentences, starting from 
atomic sentences. We use all the connectives of sentence logic. And we 
add to these '(Vx)', '(Vy)', '(3x)', '(gy)', and other quantifiers, all of which 
count as new connectives. We use a quantifier to build a longer sentence 
from a shorter one in exactly the same way that we use the negation sign 
to build up  sentences. Just put the quantifier in front of any expression 
which is already itself a sentence. We always understand the quantifier to 
apply to the shortest full sentence which follows the quantifier, as indi- 
cated by parentheses. Thus, if we start with 'Lxa', '(Vx)Lxa' counts as a 
sentence. We could have correctly written '(Vx)(Lxa)', though the paren- 
theses around 'Lxa' are not needed in this case. T o  give another example, 
we can start with the atomic sentences 'Bx' and 'Lxe'. We build a com- 
pound by joining these with the conditional, '>', giving 'Bx > Lxe'. 
Finally, we apply '(Vx)' to this compound sentence. We want to be clear 
that '(Vx)' applies to the whole of 'Bx > Lxe', so we have to put parenthe- 
ses around it before prefixing '(Vx)'. This gives '(Vx)(Bx > Lxe)'. 

Here is a formal definition of sentences of predicate logic: 

All sentence letters and predicates followed by the appropriate number of 
names andlor variables are sentences of predicate logic. (These are the 
atomic sentences.) If X is any sentence of predicate logic and u is any vari- 
able, then (Vu)X (a universally quantified sentence) and (3u)X (an existen- 
tially quantified sentence) are both sentences of predicate logic. If X and Y 
are both sentences of predicate logic, then any expression formed from X 
and Y using the connectives of sentence logic are sentences of predicate 
logic. Finally, only these expressions are sentences of predicate logic. 

Logicians often use the words Well Formed Formula (Abbreviated wff) for 
any expression which this definition classifies as a predicate logic sentence. 

You may have noticed something a little strange about the definition. It 
tells us that an expression such as '(Vx)Ba' is a predicate logic sentence. If 
'A' is a sentence letter, even '(Vx)A' is going to count as a sentence! But 
how should we understand '(Vx)Ba' and '(Vx)A'? Since the variable 'x' of 
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the quantifier does not occur in the rest of the sentence, it is not clear 
what these sentences are supposed to mean. 

To have a satisfying definition of predicate logic sentence, one might 
want to rule out expressions such as '(Vx)Ba' and '(Vx)A'. But it will turn 
out that keeping these as official predicate logic sentences will do no 
harm, and ruling them out in the definition makes the definition messier. 
It is just not worth the effort to rule them out. In the next chapter we 
will give a more exact characterization of how to understand the quanti- 
fiers, and this characterization will tell us that "vacuous quantifiers," as in 
'(Vx)Ba' and '(Vx)A', have no effect at all. These sentences can be under- 
stood as the sentences 'Ba' and 'A', exactly as if the quantifiers were not 
there. 

The definition also counts sentences such as 'By', 'Lze', and 'Bx & Lxe' 
as sentences, where 'x' and 'z' are variables not governed by a quantifier. 
Such sentences are called Open Sentences. Open sentences can be a prob- 
lem in logic in the same way that English sentences are a problem when 
they contain "open" pronouns. You fail to communicate if you say, 'He 
has a funny nose,' without saying or otherwise indicating who "he" is. 

Many logicians prefer not to count open sentences as real sentences at 
all. Where I use the expression 'open sentence', often logicians talk about 
'open formulas' or 'propositional functions'. If you go on in your study of 
logic, you will quickly get used to these alternative expressions, but in an 
introductory course I prefer to keep the terminology as simple as possi- 
ble. 

Have you been wondering what the word 'syntax' means in the title of 
this chapter? The Syntax of a language is the set of rules which tell you 
what counts as a sentence of the language. You now know what consti- 
tutes a sentence of predicate logic, and you have a rough and ready idea 
of how to understand such a sentence. Our next job will be to make the 
interpretation of these sentences precise. We call this giving the Semantics 

for predicate logic, which will be the subject of the next chapter. But, first, 
you should practice what you have learned about the syntax of predicate 
logic to make sure that your understanding is secure. 

EXERCISES 

1-3. Which of the following expressions are sentences of predicate 
logic? 

a) Ca 

b) Tab 

C) aTb 

d) Ca > Tab 

e) (3x)-Cx 

f) (Vx)(Cx > Tax) 

g) (Vx)Cx & Tax(Vx) 
h) -(Vx)(Txa v Tax) 

i) [(3x)Cx v(3x)-Cx] = (Vx)(Txa & Tax) 

In the following exercises, use this transcription guide: 

a: Adam 
e: Eve 
c: Cid 

Bx: x is blond 
Cx: x is a cat 

Lxy: x loves y 
Txy: x is taller than y 

Before you begin, I should point out something about transcribing 
between logic and pronouns in English. I used the analogy to En- 
glish pronouns to help explain the idea of a variable. But that does 
not mean that you should always transcribe variables as pronouns or 
that you should always transcribe pronouns as variables. For exam- 
ple, you should transcribe 'If Eve is a cat, then she loves herself.' 
with the predicate logic sentence 'Ce > Lee'. Notice that 'she' and 
'herself are both transcribed as 'e'. That is because in this case we 
have been told who she and herself are. We know that they are Eve, 
and so we use the name for Eve, namely, 'e' to transcribe these pro- 
nouns. How should we describe 'Ca > -Ba'? We could transcribe 
this as 'If Adam is a cat then Adam is not blond.' But a nicer tran- 
scription is simply 'If Adam is a cat then he is not blond.' 

Now do your best with the following transcriptions. 

1-4. Transcribe the following predicate logic sentences into English: 

a) -Laa 

b) Laa > -Taa 

c) -(Bc v Lce) 

d) Ca = (Ba v Lae) 
e) (3x)Txc 
f) (Vx)Lax & (Vx)Lcx 

g) (Vx)(Lax & Lcx) 
h) (3x)Txa v (3x)Txc 

i) (3x)(Txa v Txc) 

j) (Vx)(Cx > Lxe) 

k) (3x)(Cx & -Lex) 

1) -(Vx)(Cx 3 Lex) 

m) (Vx)[Cx > (Lcx v Lex)] 

n) (3x)[Cx & (Bx & Txc)] 



1-5. Transcribe'the following English sentences into sentences of 
predicate logic: 

a) Everyone loves Eve. 

b) Everyone is loved by either Cid or Adam. 

c) Either everyone is loved by Adam or everyone is loved by Cid. 

d) Someone is taller than both Adam and Cid. 

e) Someone is taller than Adam and someone is taller than Cid. 
f )  Eve loves all cats. 

g) AU cats love Eve. 

h) Eve loves some cats. 

i) Eve loves no cats. 

j) Anyone who loves Eve is not a cat. 
k) No one who loves Eve is a cat. 

1) Somebody who loves Adam loves Cid. 

m) No one loves both Adam and- Cid. 

CHAPTER SUMMARY EXERCISES 

Provide short explanations for each of the following. Check against 
the text to make sure that your explanations are correct, and keep 
your explanations in your notebook for reference and review. 

a) Predicatehgic 

b) Name 

c) Predicate 
d) One Place Predicate 

e) Two Place Predicate 

f )  Relation 

g) Variable 

h) UnivdQuant i f ia  

i) Existential Quantifier 

j) Univrrse, or Domain of Discourse 
k) Govern 

I) Bind 
m) Open Smtence 
n) Sentence of Predicate Logic 

0) Well Formed Formula (wff) 

p) syntax . 
q) Semantics 



Predicate Logic 

Semantics and Validity 

2-1. INTERPRETATIONS 

Recall that we used truth tables to give very precise definitions of the 
meaning of '&', 'v' '-', '3, and 'BE'. We would like to do the same for the 
meaning of quantifiers. But, as you will see very soon, truth tables won't 
do the job. We need something more complicated. 

When we were doing sentence logic, our atomic sentences were just 
sentence letters. By specifying truth values for all the sentence letters with 
which we started, we dready fixed the truth values of any sentence which 
we could build up from these smallest pieces. Now that we are doing 
predicate logic, things are not so easy. Suppose we are thinking about all 
the sentences which we could build up using the one place predicate 'B', 

. the two place predicate 'L', the name 'a', and the name 'e'. We can form 
six atomic sentences from these ingredients: 'Bas, 'Be', 'Laa', 'Lae', 'Lea', 
and 'Lee'. The truth table formed with these six atomic sentences would 
have 64 lines. Neither you nor I are going to write out a 64-line truth 
table, so let's consider just one quite typical line from the truth table: 

Ba, t f f t f t I i i . I  Be, Laa, Lae, Lea, Lee 
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Even such an elementary case in predicate logic begins to get quite com- 
plicated, so I have introduced a pictorial device to help in thinking about 
such cases (see figure 2-1). I have drawn a box with two dots inside, one 
labeled 'a' and the other labeled 'e'. This box is very different from a 
Venn diagram. This box is supposed to picture just one way the whole 
world might be. In this very simple picture of the world, there are just 
two things, Adam and Eve. The line of the truth table on the left gives 
you a completed description of what is true and what is false about Adam 
and Eve in this very simple world: Adam is blond, Eve is not blond, Adam 
does not love himself, Adam does love Eve, Eve does not love Adam, and 
Eve does love herself. 

You can also think of the box and the description on the left as a very 
short novel. The box gives you the list of characters, and the truth table 
line on the left tells you what happens in this novel. Of course, the novel 
is not true. But if the novel were true, if it described the whole world, we 
would have a simple world with just Adam and Eve having the properties 
and relations described on the left. 

Now, in writing this novel, I only specified the truth value for atomic 
sentences formed from the one and two place predicates and from the 
two names. What about the truth value of more complicated sentences? 
We can use our old rules for figuring out the truth value of compounds 
formed from these atomic sentences using '&', 'v', '-', '3, and I = ' .  For 
example, in this novel 'Ba & Lae' is true because both the components are 
true. 

What about the truth value of '(3x)Bx'? Intuitively, '(3x)Bx' should be 
true in the novel because in the novel there is someone, namely Adam, 
who is blond. As another example, consider '(3x)Lxa1. In this novel 
'(3x)Lxa' is false because Eve does not love Adam and Adam does not 
love Adam. And in this novel there isn't anyone (or anything) else. So no 
one loves Adam. In other words, in this novel it is false that there is some- 
one who loves Adam. 

Let's move on and consider the sentence '(Vx)Lxel. In our novel this 
sentence is true, because Adam loves Eve, and Eve loves herself, and 
that's all the people there are in this novel. If this novel were true, it 
would be true that everyone loves Eve. Finally, '(Vx)Bx' is false in the 
novel, for in this novel Eve is not blond. So in this novel it is false that 
everyone is blond. 

Remember what we had set out to do: We wanted to give a precise 
account of the meaning of the quantifiers very like the precise account 
which truth table definitions gave to '&' and the other sentence logic con- 
nectives. In sentence logic we did this by giving precise rules which told 
us when a compound sentence is true, given the truth value of the com- 
pound's components. 

We now have really done the same thing for '(Vx)' and '(3x)' in one 
special case. For a line of a truth table (a "novel") that gives a truth value 

for all atomic sentences using 'B', 'L', 'a', and 'e', we can say whether a 
universally quantified or an existentially quantified sentence is true or 
false. For example, the universally quantified sentence '(Vx)Lxe' is true . 
just in case 'Lxe' is true for all values of 'x' in the novel. At the moment 
we are considering a novel in which the only existing things are Adam 
and Eve. In such a novel '(Vx)Lxe' is true if both 'Lxe' is true when we 
take 'x' to refer to Adam and 'Lxe' is also true when we take 'x' to refer 
to Eve. Similarly, '(3x)Bx' is true in such a novel just in case 'Bx' is true 
for some value of 'x' in the novel. As long as we continue to restrict atten- 
tion to a novel with only Adam and Eve as characters, '(3x)Bx' is true in 
the novel if either 'Bx' is true when we take 'x' to refer to Adam or 'Bx' 
is true if we take 'x' to refer to Eve. 

If the example seems a bit complicated, try to focus on this thought: 
All we are really doing is following the intuitive meaning of "all x" and 
"some x" in application to our little example. If you got lost in the pre- 
vious paragraph, go back over it with this thought in mind. 

Now comes a new twist, which might not seem very significant, but 
which will make predicate logic more interesting (and much more com- 
plicated) than sentence logic. In sentence logic we always had truth tables 
with a finite number of lines. Starting with a fixed stock of atomic sen- 
tence letters, we could always, at least in principle, write out all possible 
cases to consider, all possible assignments of truth values to sentence let- 
ters. The list might be too long to write out in practice, but we could at 
least understand everything in terms of such a finite list of cases. 

Can we do the same thing when we build up sentences with predicates 
and names? If, for example, we start with just 'B', 'L', 'a', and 'e', we can 
form six atomic sentences. We can write out a 64-line truth table which 
will give us the truth value for any compound built up from these six 
atomic sentences, for any assignment of truth values to the atomic sen- 
tences. But the fact that we are using quantifiers means that we must also 
consider further possibilities. 

Consider the sentence '(Vx)Bxl. We know this is false in the one case we 
used as an example (in which 'Ba' is true and 'Be' is false). You will im- 
mediately think of three alternative cases (three alternative "novels") 
which must be added to our list of relevant possible cases: the case in 

- which Eve is blond and Adam is not, the case in which Adam and Eve are 
both blond, and the case in which both are not blond. But there are still 
more cases which we must include in our list of all possible cases! I can 
generate more cases by writing new novels with more characters. Suppose 
1 write a new novel with Adam, Eve, and Cid. I now have eight possible 
ways of distributing hair color (blond or not blond) among my characters, 
which can be combined with 512 different possible combinations of who 
does or does not love whom! And, of course, this is just the beginning of 
an unending list of novels describing possible cases in which '(Vx)Bx' will 
have a truth value. 1 can always expand my list of novels by adding new 
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characters. I can even describe novels with infinitely many characters, al- 
though I would not be able to write such a novel down. 

How are we going to manage all this? In sentence logic we always had, 
for a given list of atomic sentence, a finite list of possible cases, the finite 
number of lines of the corresponding truth table. Now we have infinitely 
many possible cases. We can't list them all, but we can still say what any 

one of these possible cases looks like. Logicians call a possible case for a 
sentence of predicate logic an Interpretation of the sentence. The example 
with which we started this chapter is an example of an interpretation, so 

actually you have already seen and understood an example of an inter- 
pretation. We need only say more generally what interpretations are. 

We give an interpretation, first, by specifying a collection of objects 
which the interpretation will be about, called the Domain of the interpre- 

tation. A domain always has at least one object. Then we give names to 
the objects in the domain, to help us in talking about them. Next, we must 
say which predicates will be involved. Finally, we must go through the 

predicates and objects and say which predicates are true of which objects. 
If we are concerned with a one place predicate, the interpretation speci- 
fies a list of objects of which the object is true. If the predicate is a two 

place predicate, then the interpretation specifies a list of pairs of objects 
between which the two place relation is supposed to hold, that is, pairs of 

objects of which the two place relation is true. Of course, order is impor- 
tant. The pair a-followed-by-b counts as a different pair from the pair b- 
followed-by-a. Also, we must consider objects paired with themselves. For 
example, we must specify whether Adam loves himself or does not love 
himself. The  interpretation deals similarly with three and more place 

predicates. 
In practice, we often specify the domain of an interpretation simply by 

giving the interpretation's names for those objects. I should mention that 

in a fully developed predicate logic, logicians consider interpretations 
which have unnamed objects. In more advanced work, interpretations of 

this kind become very important. But domains with unnamed objects 
would make it more difficult to introduce basic ideas and would gain us 

nothing for the work we will do in part I of this volume. So we won't 
consider interpretations with unnamed objects until part 11. 

The following gives a summary and formal definition of an interpreta- 
tion: 

An Interpretation consists of 

a) A collection of objects, called the interpretation's Domain. The domain 
always has at least one object. 

b) A name for each object in the domain. An object may have just one 
name or more than one name. (In part I1 we will expand the definition 
to allow domains with unnamed objects.) 

c) A list of predicates. 

d) A specification of the objects of which each predicate is true and the 
objects of which each predicate is false-that is, which one place predi- 
cates apply to which individual objects, which two place predicates apply 
to which pairs of objects, and so on. In this way every atomic sentence 
formed from predicates and names gets a truth value. 

e) An interpretation may also include atomic sentence letters. The inter- 
pretation specifies a truth value for any included atomic sentence letter. 

By an Interpretation of a Sentence, we mean an interpretation which is 
sure to have enough information to determine whether or not the sen- 
tence is true or false in the interpretation: 

An Interpretation of a Sentence is an interpretation which includes all the 
names and predicates which occur in the sentence and includes truth values 
for any atomic sentence letters which occur in the sentence. 

For example, the interpretation of figure 2-1 is an interpretation of 'Ba' 
and of '(Vx)Lxx'. In this interpretation 'Ba' is true and '(Vx)Lxx' is false. 
Note that for each of these sentences, the interpretation contains more 
information than is needed to determine whether the sentence is true or 
false. This same interpretation is not an interpretation of 'Bc' or of 
'(3x)Txe'. This is because the interpretation does not include the name 'c' 

or the two place predicate 'T', and so can't tell us whether sentences which 
use these terms are true or  false. 

EXERCISES 

2-1. I am going to ask you to give an interpretation for some sen- 

tences. You should use the following format. Suppose you are de- 
scribing an interpretation with a domain of three objects named 'a', 
'b', and 'c'. Specify the domain in this way: D = {a,b,c}. That is. 
specify the domain by giving a list of the names of the objects in the 
domain. Then specify what is true about the objects in the domain 
by using a sentence of predicate logic. Simply conjoin all the atomic 
and negated atomic sentences which say which predicates are true of 
which objects and which are false. Here is an example. The follow- 
ing is an interpretation of the sentence 'Tb & Kbd': 

D = {b,d); Tb & Td & Kbb & Kbd & Kdb & Kdd. 

In this interpretation all objects have property T and everything 
stands in the relation K to itself and to everything else. Here is an- 

other interpretation of the same sentence: 

D = (b,d); -Tb & Td & Kbb & -Kbd & -Kdb & Kdd. 
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Sometimes students have trouble understanding what I want in 
this exercise. They ask, How am I supposed to decide which inter- 
pretation to write down? You can write down any interpretation you 
want as long as it is an interpretation of the sentence I give you. In 
every case you have infinitely many interpretations to choose from 
because you can always get more interpretations by throwing in 
more objects and then saying what is true for the new objects. 
Choose any you like. Just make sure you are writing down an inter- 
pretation of the sentence I give you. 

a) Lab d) (Vx)(Fx=Rxb) 

b) Lab 3 Ta e) Ga & (3x)(Lxb v Rax) 

c) Lab v -Lba f) (Kx & (Vx)Rax) 3 (3x)(Mx v Rcx) 

2-2. TRUTH IN AN INTERPRETATION 

Just like a line of a truth table, an interpretation tells us whether each 
atomic sentence formed from predicates and names is true or false. What 
about compound sentences? If the main connective of a compound sen- 
tence does not involve a quantifier, we simply use the old rules for the 
connectives of sentence logic. We have only one more piece of work to 
complete: We must make more exact our informal description of the con- 
ditions under which a quantified sentence is true or is false in an inter- 
pretation. 

Intuitively, a universally quantified sentence is going to be true in an 
interpretation if it is true in the interpretation for everything to which the 
variable could refer in the interpretation. (Logicians say, "For every value 
of the universally quantified variable.") An existentially quantified sen- 
tence will be true in an interpretation if it is true for something to which 
the variable could refer in the interpretation (that is, "for some value of 
the existentially quantified variable.") What we still need to do is to make 
precise what it is for a quantified sentence to be true for a value of a 
variable. Let's illustrate with the same example we have been using, the 
interpretation given in figure 2-1. 

Consider the sentence '(Vx)Bx'. In the interpretation we are consider- 
ing, there are exactly two objects, a, and e. '(Vx)Bx' will be true in the 
interpretation just in case, roughly speaking, it is true both for the case of 
'x' referring to a and the case of 'x' referring to e. But when 'x' refers to 
a, we have the sentence 'Ba'. And when 'x' refers to 'e', we have the sen- 
tence 'Be'. Thus '(Vx)Bx' is true in this interpretation just in case both 'Ba' 
and 'Be' are true. We call 'Ba' the Substitution Instance of '(Vx)Bx' formed 

by substituting 'a' for 'x'. Likewise, we call 'Be' the substitution instance of 
'(Vx)Bxl formed by substituting 'e' for 'x'. Our strategy is to explain the 
meaning of universal quantification by defining this notion of substitution - 
instance and then specifying that a universally quantified sentence is true 
in an interpretation just in case it is true for all substitution instances in 
the interpretation: 

(Incomplete Definition) For any universally quantified sentence (Vu)(. . . u 
. . .), the Substitution Instunce of the sentence with the name s substituted for 
the variable u is (. . . s . . .), the sentence formed by dropping the initial 
universal quantifier and writing s wherever u had occurred. 

A word of warning: This definition is not yet quite right. It works only 
as long as we don't have multiple quantification, that is, as long as we 
don't have sentences which stack one quantifier on top of other quanti- 
fiers. But until chapter 3 we are going to keep things simple and consider 
only simple sentences which do not have one quantifier applying to a sen- 
tence with another quantifier inside. When we have the basic concepts we 
will come back and give a definition which is completely general. 

Now we can easily use this definition of substitution instance to charac- 
terize truth of a universally quantified sentence in an interpretation: 

(Incomplete Definition) A universally quuntijied sentence is t w  in an interpretu- 
tion just in case all of the sentence's substitution instances, formed with 
names in the interpretation, are true in the interpretation. 

Another word of warning: As with the definition of substitution in- 
stance, this definition is not quite right. Again, chapter 3 will straighten 
out the details. 

To practice, let's see whether '(Vx)(Bx > Lxe)' is true in the interpre- 
tation of figure 2-1. First we form the substitution instances with the 
names of the interpretation, 'a', and 'e'. We get the first substitution in- 
stance by dropping the quantifier and writing in 'a' everywhere we see 'x'. 
This gives 

Ba 3 Lae. 

. Note that because 'Ba' and 'Lae' are both true in the interpretation, this 
first substitution instance is true in the interpretation. Next we form the 
second substitution instance by dropping the quantifier and writing in 'e' 
wherever we see 'x': 

Be 3 Lee. 

Because 'Be' is false and 'Lee' is true in the interpretation, the conditional 
'Be > Lee' is true in the interpretation. We see that all the substitution 
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instances of '(Vx)(Bx > Lxe)' are true in the interpretation. So this uni- 
versally quantified sentence is true in the interpretation. 

T o  illustrate further our condition for truth of a universally quantified 
sentence, consider the sentence '(Vx)(Bx 3 Lxa)'. This has the substitution 
instance 'Ba 3 Laa'. In this interpretation 'Ba' is true and 'Laa' is false, so 
'Ba 3 Laa' is false in the interpretation. Because '(Vx)(Bx 3 Lxa)' has a 
false substitution instance in the interpretation, it is false in the interpre- 
tation. 

You may have noticed the following fact about the truth of a universally 
quantified sentence and the truth of its substitution instances. By defini- 
tion '(Vx)(Bx > Lxe)' is true in the interpretation just in case all of its 
instances are true in the interpretation. But its instances are all true just 
in case the conjunction of the instances is true. That is, '(Vx)(Bx > Lxe)' 
is true in the interpretation just in case the conjunction 

(Ba 3 Lae) & (Be 3 Lee) 

is true in the interpretation. If you think about it, you will see that this 
will hold in general. In the interpretation we have been discussing (or any 
interpretation with two objects named 'a' and 'e'), any universally quanti- 
fied sentence, '(Vx)(. . . x . . .)', will be true just in case the conjunction 
of its substitution instance, '(. . . a . . .)&(. . . e . . .)', is true in the inter- 
pretation. 

It's looking like we can make conjunctions do the same work that the 
universal quantifier does. A universally quantified sentence is true in an 
interpretation just in case the conjunction of all its substitution instances 
is true in the interpretation. Why, then, do we need the universal quan- 
tifier at all? 

T o  answer this question, ask yourself what happens when we shift to a 
new interpretation with fewer or more things in its domain. In the new 
interpretation, what conjunction will have the same truth value as a given 
universally quantified sentence? If the new interpretation has a larger do- 
main, our  conjunction will have more conjuncts. If the new interpretation 
has a smaller domain, our conjunction will have fewer conjuncts. In other 
words, when we are looking for a conjunction of instances to give us the 
truth value of a universally quantified sentence, the conjunction will 
change from interpretation to interpretation. You can see in this way that 
the universal quantifier really does add something new. It acts rather like 
a variable conjunction sign. It has the effect of forming a long conjunc- 
tion, with one conjunct for each of the objects in an interpretation's do- 
main. If an interpretation's domain has infinitely many objects, a univer- 
sally quantified sentence has the effect of an infinitely long conjunction! 

What about existentially quantified sentences? All the work is really 
done. We repeat everything we said for universal quantification, replacing 
the word 'all' with 'some': 

(Incomplete Definition) For any existentially quantified sentence (3)(. . . 
u. . .), the Substitution Ins&nce of the sentence, with the name s substituted 
for the variable u is (. . . s . . .), the sentence formed by dropping the initial - 
existential quantifier and writing s wherever u had occurred. 

(Incomplete Definition) An existentially quantified sentence is true in an interpre- 
tation just in case some (i.e., one or  more) of the sentence's substitution in- 
stances, formed with names in the interpretation, are true in the interpre- 
tation. 

As with the parallel definitions for universally quantified sentences, these 
definitions will have to be refined when we get to chapter 3. 

T o  illustrate, let's see whether the sentence '(3x)(Bx & Lxe)' is true in 
the interpretation of figure 2-1. We will need the sentence's substitution 
instances. We drop the quantifier and write in 'a' wherever we see 'x', 
giving 'Ba & Lae', the instance with 'a' substituted for 'x'. In the same way, 
we form the instance with 'e' substituted for 'x', namely, 'Be & Lee'. 
'(3x)(Bx &Lxe)' is true in the interpretation just in case one or more of 
its substitution instances are true in the interpretation. Because 'Ba' and 
'Lae' are true in the interpretation, the first instance, 'Ba & Lae', is true, 
and so '(3x)(Bx & Lxe)' is true. 

Have you noticed that, just as we have a connection between universal 
quantification and conjunction, we have the same connection between ex- 
istential quantification and disjunction: '(3x)(Bx & Lxe)' is true in our 
interpretation just in case one or more of its instances are true. But one 
or more of its instances are true just in case their disjunction 

(Ba & Lae) v (Be & Lee) 

is true. In a longer or shorter interpretation we will have the same thing 
with a longer or shorter disjunction. Ask yourself, when is an existentially 
quantified sentence true in an interpretation? It is true just in case the 
disjunction of all its substitution instances in that interpretation is true in 
the interpretation. Just as the universal quantifier acted like a variable 
conjunction sign, the existential quantifier acts like a variable disjunction 
sign. In an interpretation with an infinite domain, an existentially quan- 
tified sentence even has the effect of an infinite disjunction. 

I hope that by now you have a pretty good idea of how to determine 
whether a quantified sentence is true or false in an interpretation. In un- 
derstanding this you also come to understand everything there is to know 
about the meaning of the quantifiers. Remember that we explained the 
meaning of the sentence logic connectives '-', '&', 'v', '3, and '=' by giv- 
ing their truth table definitions. For example, explaining how to deter- 
mine whether or not a conjunction is true in a line of a truth table tells 
you everything there is to know about the meaning of '&'. In the same 
way, our characterization of truth of a quantified sentence in an interpre- 
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tation does the same kind of work in explaining the meaning of the quan- 
tifiers. 

This point about the meaning of the quantifiers illustrates a more gen- 
eral fact. By a "case" in sentence logic we mean a line of a truth table, 
that is, a n  assignment of truth values to sentence letters. The interpreta- 
tions of predicate logic generalize this idea of a case. Keep in mind that 
interpretations do  the same kind of work in predicate logic that assign- 
ments of truth values to sentence letters do in sentence logic, and you will 
easily extend what you already know to understand validity, logical truth, 
contradictions, and other concepts in predicate logic. 

By now you have also seen how to determine the truth value which an 
interpretation gives to any sentence, not just to quantified sentences. An 
interpretation itself tells you which atomic sentences are true and which 
are false. You can then use the rules of valuation for sentence logic con- 
nectives together with our two new rules for the truth of universally and 
existentially quantified sentences to determine the truth of any compound 
sentence in terms of the truth of shorter sentences. Multiple quantifica- 
tion still calls for some refinements, but in outline you have the basic 
ideas. 

2-2. Consider the interpretation 

D = {a,b}; -Ba & Bb & Laa & -Lab & Lba & -Lbb. 

For each of the following sentences, give all of the sentence's substi- 
tution instances in this interpretation, and for each substitution in- 
stance say whether the instance is true or false in the interpretation. 
For example, for the sentence '(Vx)Bxl, your answer should look like 
this: 

GIVEN SENTENCE SUBSTITUTION INSTANCES 

(Vx)Bx Ba, false in the interpretation 
Bb, true 

d) (3x)Lbx e) (Vj(Bx v Lax) f )  (3x)(Lxa & Lbx) 

g) (Vx)(Bx 3 Lbx) h) (3x)[(Lbx & Bb) v Bx] 

i) (Vx)lBx 3 (Lxx 3 Lxa)] 

j) (Vx)[(Bx v Lax) 3 (Lxb v -Bx)l 

k) (3x)[(Lax & Lxa) = (Bx v Lxb)] 

2-3. For each of the sentences in exercise 2-2, say whether the sen- 
tence is true or false in the interpretation of exercise 2-2. 

2-4. For each of the following sentences, determine whether the 
sentence is true or false in the interpretation of exercise 2-2. In this 
exercise, you must carefully determine the main connective of a sen- 
tence before applying the rules to determine its truth in an interpre- 
tation. Remember that a quantifier is a connective which applies to 
the shortest full sentence which follows it. Remember that the main 
connective of a sentence is the last connective that gets used in build- 
ing the sentence up from its parts. To  determine whether a sentence 
is true in an interpretation, first determine the sentence's main con- 
nective. If the connective is '&', 'v', '-', '3, or '=', you must first 
determine the truth value of the components, and then apply the 
rules for the main connective (a conjunction is true just in case both 
conjuncts are true, and so on). If the main connective is a quantifier, 
you have to determine the truth value of the substitution instances 
and then apply the rule for the quantifier, just as you did in the last 
exercise. 

a) (3x)Lxx 3 (Vx)(Bx v Lbx) 
b) -(3x)(Lxx 3 Bx) & (Vx)(Bx 3 Lxx) 
C) (3x)[Bx = (Lax v Lxb)] 
d) (3x)(Lxb v Bx) > (Lab v -Ba) 
e) -(Vx)(-Lxx v Lxb) 3 (Lab v -Lba) 
f )  (3x)[(Lbx v Bx) 3 (Lxb & -Bx)] 
g) (Vx)-[(-Lxx = Bx) 3 (Lax = Lxa)] 
h) (Vx)(Lax v Lxb) v (3x)(Lax v Lxb) 
i) (3x)[Lxx & (Bx 3 Laa)] & (3x)-(Lab = Lxx) 
j) (Vx){[Bx v (Lax & -Lxb)] 3 (Bx 3 Lxx)} 

2-5. In the past exercises we have given interpretations by explicitly 
listing objects in the domain and explicitly saying which predicates 
apply to which things. We can also describe an interpretation in 
more general terms. For example, consider the interpretation given 

by 

i) Domain: All U.S. citizens over the age of 21. 

ii) Names: Each person in the domain is named by 'a' subscripted by 
his or her social security number. 

iii) Predicates: Mx: x is a millionaire. 
Hx: x is happy. 
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(That is, a one place predicate 'Mx' which holds of someone just 
in case that person is a millionaire and a one place predicate 'Hx' 
which holds of someone just in case that person is happy.) 

a) Determine the truth value of the following sentences in this inter- 
pretation. In each case explain your answer. Since you can't write 
out all the substitution instances, you will have to give an informal 
general statement to explain your answer, using general facts you 
know about being a millionaire, being happy, and the connection (or 
lack of connection) between these. 

a l)  (3x)Mx a2) (Vx)Hx a3) (Vx)(Hx 3 Mx) a4) (3x)(Mx & -Hx) 

a5) (Vx)[(Mx 3 Hx) & (-Mx 3 -Hx)] 

a6) (3x)[(Hx & Mx) v (-Hx & -Mx)] 

a7) (3x)(Mx & Hx) & (3x)(Mx & -Hx) 

a8) (Vx)(Hx 3 Mx) 3 - (3x)Mx 

Here is another example: 

i) Domain: All integers, 1, 2, 3, 4, . . . 
ii) Names: Each integer is named by 'a' subscripted by that integer's 

numeral. For example, 17 is named by 'al7'. 
iii) Predicates: Ox: x is odd. 

Kxy: x is equal to or greater than y. 

b) Again, figure out the truth value of the following sentences, and 
explain informally how you arrived at your answer. 

bl) (3x)Ox b2) (Vx)-Ox b3) (3x)(Ox & Kxx) 

b4) (Vx)Kxa17 b5) (Vx)(Ox v -Ox) 

b6) (3x)(Ox & Kxa17) 

b7) (Vx)[Ox = (-Kxals& K X ~ , ~ ) ]  

b8) (3x)(Kxa17 3 Kxals) & (Vx)(-Kxa17vKxals) 

b9) (Vx)(Ox 3 Kxa17) & (Vx)(--Ox 3 - Kxa17) 

2-3. VALIDIN IN PREDICATE LOGIC 

In sentence logic, we said that an argument is valid if and only if, for all 
possible cases in which all the premises are true, the conclusion is true 
also. I n  predicate logic, the intuitive notion of validity remains the same. 
We change things only by generalizing the notion of possible case. Where 
before we meant that all lines in the truth table which made all premises 

true also make the conclusion true, now we mean that all interpretations 
which make all the premises true also make the conclusion true: 

An argument expressed with sentences in predicate logic is valid if and only 
if the conclusion is true in every interpretation in which all the premises are 
true. 

You may remember that we got started on predicate logic at the begin- 
ning of chapter 1 because we had two arguments which seemed valid but 
which sentence logic characterized as invalid. T o  test whether predicate 
logic is doing the job it is supposed to do, let us see whether predicate 
logic gives us the right answer for these arguments; 

Everyone loves Eve. (Vx)Lxe 

Adam loves Eve. Lae 

Suppose we have an interpretation in which '(Vx)Lxe' is true. Will 'Lae' 
have to be true in this interpretation also? Notice that 'Lae' is a substitu- 
tion instance of '(Vx)Lxe'. A universally quantified sentence is true in an 
interpretation just in case all its substitution instances are true in the inter- 
pretation. So in any interpretation in which '(Vx)Lxe' is true, the instance 
'Lae' will be true also. And this is just what we mean by the argument 
being valid. 

Let's examine the other argument: 

Adam loves Eve. Lae 

Someone loves Eve. (3x)Lxe 

Suppose we have an interpretation in which 'Lae' is true. Does '(3x)Lxe' 
have to be true in this interpretation? Notice that 'Lae' is an instance of 
'(3x)Lxe'. We know that '(3x)Lxe' is true in an interpretation if even one 
of its instances is true in the interpretation. Thus, if 'Lae' is true in an 
interpretation, '(3x)Lxe' will also be true in that interpretation. Once 
again, the argument is valid. 

Along with validity, all our ideas about counterexamples carry over 
from sentence logic. When we talked about the validity of a sentence logic 
argument, we first defined it in this way: An argument is valid just in case 
any line of the truth table which makes all the premises true makes the 
conclusion true also. Then we reexpressed this by saying: An argument is 
valid just in case it has no counterexamples; that is, no lines of the truth 
table make all the premises true and the conclusion false. For predicate 
logic, all the ideas are the same. The only thing that has changed is that 
we now talk about interpretations where before we talked about lines of 
the truth table: 



A Countcraromplc to a predicate logic argument is an interpretation in which 
the premises are all true and the conclusion is false. 

A predicate logic argument is Valid if and only if it has no counterexamples. 

Let's illustrate the idea of counterexamples in examining the validity of 

Lae 

(3x)Lxe 

Is there a counterexample to this argument? A counterexample would be 

an interpretation with 'Lae' true and '(3x)Lxe' false. But there can be no 
such interpretation. ' h e '  is an instance of '(3x)Lxe', and '(3x)Lxe' is true 
in an interpretation if even one of its instances is true in the interpreta- 
tion. Thus, if ' h e '  is true in an interpretation, '(3x)Lxe' will also be true 
in that interpretation. In other words, there can be no interpretation in 

' 

which 'Lae' is true and '(3x)Lxe' is false, which is to say that the argument 
has no counterexamples. And that is just another way of saying that the 
argument is valid. 

For comparison, contrast the last case with the argument 

It's easy to construct a counterexample to this argument. Any case in 
which someone other than Adam is blond and Adam is not blond will do 
the trick. So an interpretation with Adam and Eve in the domain and in 
which Eve is blond and Adam is not blond gives us a counterexample, 
showing the argument to be invalid. 

This chapter has been hard work.. But your sweat will be repaid. The 
concepts of interpretation, substitution instance, and truth in an interpre- 
tation provide the essential concepts you need to understand quantifica- 
tion. I n  particular, once you understand these concepts, you will find 
proof techniques for predicate logic to be relatively easy. 

EXERCISES 

2-6. For each of the following arguments, determine whether the 
argument is valid or invalid. If it is invalid, show this by giving a 
counterexample. If it is valid, explain your reasoning which shows it 
to be valid. Use the kind of informal reasoning which I used in dis- 
cussing the arguments in this section. 

You may find it hard to do these problems bmuse I haven't given 
you any very specific strategies for figuring out whether an arg& 
ment is valid. But don't give up1 If you can't do one argument, t r ~  

another first. Try to think of some specific, simple interpretation of 
the sentences in an argument, and ask yourseIf-"Are the premise 
and conclusion both true in that interpretation?' Can I change the 
interpretation so as to make the premise true and the conclusion 
false? If you succeed in doing that, you will have worked the prob- 
lem because you will have constructed a counterexample and shown 
the argument to be invalid. If you can't seem to be able to construct 
a counterexample, try to understand why you can't. If you can see 
why you can't and put this into words, you will have succeeded in 
showing that the argument is valid. Even if you might not succeed 
in working many of these problems, playing around in this way with 
interpretations, truth in interpretations, and counterexamples will 
strengthen your grasp of these concepts and make the next chapter 
easier. 

a) (Vx)Lxe b) Lae C) (3x)Lxe 

(3x)Lxe (Vx)Lxe Lae 

d) (Vx)(Bx & Lxe) e) (Vx)(Bx 3 Lxe) 

(VX)BX . -  (3x)Bx 

f )  (3xjbx & a x ) i x a  g) Wx)(Bx 3 Lxe) & WxN-Bx 3 Lxa) 

(3x)(Bx & Lxa) (Vx)[(Bx 3 Lxe) & (-Bx 3 Lxall 

I CHAPTER SUMMARY EXERCISES I 
Provide short explanations for each of the following, checking 
against the text to make sure you understand each term dearly and 
saving your a~lswers i r~  yvur ~loteWlr f v ~  reference review. I 

I 
a) Interpretation 
b) Interpretation of a Sentence 
c) Substitution Instance 
d) Truth in an Interpretation 
e) Validity of a Predicate Logic Argument 



3-2. Quantifier Scope, Bound Variabks, and Free Variables 49 

More about Quantifiers - 3 

3-1. SOME EXAMPLES OF MULTIPLE QUANTIFICATION 

All of the following are sentences of predicate logic: 

Let's suppose that 'L' stands for the relation of loving. What do these 
sentences mean? 

Sentence (1) says that everybody loves everybody (including them- 
selves). (2) says that somebody loves somebody. (The somebody can be 
oneself o r  someone else.) Sentences (3) to (6) are a little more tricky. (3) 
says that there is one person who is such that he or she loves everyone. 
(There is one person who is such that, for all persons, the first loves the 
second-think of God as an example.) We get (4) from (3) by reversing 
the order of the 'x' and 'y' as arguments of 'L'. As a result, (4) says that 
there is one person who is loved by everyone. Notice what a big difference 
the order of the 'x' and 'y' makes. 

Next, (5) says that everyone loves someone: Every person is such that 
there is one person such that the first loves the second. In a world in . 
which (5) is true, each person has an object of their affection. Finally we 
get (6) out of (5) by again reversing the order of 'x' and 'y'. As a result, 
(6) says that everyone is loved by someone or other. In a world in which 
(6) is true no one goes unloved. But (6) says something significantly 
weaker than (3). (3) say that there is one person who loves everyone. (6) 
says that each person gets loved, but Adam might be loved by one person, 
Eve by another, and so on. 

Can we say still other things by further switching around the order of 
the quantifiers and arguments in sentences (3) to (6)? For example, 
switching the order of the quantifiers in (6) gives 

Strictly speaking, (7) is a new sentence, but it does not say anything new 
because it is logically equivalent to (3). It is important to see why this is so: 

These diagrams will help you to see that (7) and (3) say exactly the same 
thing. The point is that there is nothing special about the variable 'x' or 
the variable 'y'. Either one can do the job of the other. What matters is 
the pattern of quantifiers and variables. These diagrams show that the 
pattern is the same. All that counts is that the variable marked at position 
1 in the existential quantifier is tied to, or, in logicians' terminology, Binds 
the variable at position 3; and the variable at position 2 in the universal 
quantifier binds the variable at position 4. Indeed, we could do without 
the variables altogether and indicate what we want with the third dia- 
gram. This diagram gives the pattern of variable binding which (7) and 
(3) share. 

3-2. QUANTIFIER SCOPE, BOUND VARIABLES, AND FREE 

VARIABLES 

In the last example we saw that the variable at 3 is bound by the quantifier 
at 1 and the variable at 4 is bound by the quantifier at 2. This case con- 
trasts with that of a variable which is not bound by any quantifier, for 
example 
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(8) Lxa > (3xTxb 
1 2 3 

(9) (3xVxb 3 Lxa 
1 2  3 

In (€9, the occurrence of 'x' at 3 is bound by the quantifier at 2. However, 
the occurrence of 'x' at 1 is not bound by any quantifier. Logicians say 
that the occurrence of 'x' at 1 is Free. In (9), the occurrence of 'x' at 3 is 
free because the quantifier at 1 binds only variables in the shortest full 
sentence which follows it. Logicians call the shortest full sentence follow- 
ing a quantifier the quantifier's Scope. In (9), the 'x' at 3 is not in the scope 
of the quantifier at 1. Consequently, the quantifier does not bind 'x' at 3. 

All the important ideas of this section have now been presented. We 
need these ideas to understand clearly how to apply the methods of de- 
rivations and truth trees when quantifiers get stacked on top of each 
other. All we need do to complete the job is to give the ideas an exact 
statement and make sure you know how to apply them in more compli- 
cated situations. 

Everything can be stated in terms of the simple idea of scope. A quan- 
tifier is a connective. We use a quantifier to build longer sentences out of 
shorter ones. In building up sentences, a quantifier works just like the 
negation sign: It apples to the shortest full sentence which follows it. This 
shortest full following sentence is the quantifier's scope: 

The Scope of a quantifier is the shortest full sentence which follows it. Every- 
thing inside this shortest full following sentence is said to be in the scope of 
the quantifier. 

We can now define 'bound' and 'free' in terms of scope: 

A variable, u, is Bound just in case it occurs in the scope of a quantifier, 
(Vu) or (3u). 

A variable, u, is Free just in case it is not bound; that is, just in case it does 
not occur in the scope of any quantifier, (Vu) or (3u). 

Clearly, a variable gets bound only by using a quantifier expressed with 
the same variable. 'x' can never be bound by quantifiers such as '(Vy)' or 
'(32)'. 

Occasionally, students ask about the variables that occur within the 
quantifiers-the 'x' in '(ax)' and in '(Vx)'. Are they bound? Are they free? 
The answer to this question is merely a matter of convention on which 
nothing important turns. I think the most sensible thing to say is that the 
variable within a quantifier is part of the quantifier symbol and so does 
not count as either bound or free. Only variables outside a quantifier can 
be either bound or free. Some logicians prefer to deal with this question 

by defining the scope of a quantifier to include the quantifier itself as well 
as the shortest full sentence which follows it. On this convention one 
would say that a variable within a quantifier always binds itself. 

These definitions leave one fine point unclear. What happens if the 
variable u is in the scope of two quantifiers that use u? For example, 
consider 

(10) (3x)[(Vx)Lxa > Lxb] 
1 2 3  4 

The occurrence of 'x' at 3 is in the scope of both the 'x' quantifiers. Which 
quantifier binds 'x' at 3? 

T o  get straight about this, think through how we build (10) up from 
atomic constituents. We start with the atomic sentences 'Lxa' and 'Lxb'. 
Because atomic sentences have no quantifiers, 'x' is free in both of these 
atomic sentences. Next we apply '(Vx)' to 'Lxa', forming '(Vx)Lxa', which 
we use as the antecedent in the conditional 

(11) (Vx)Lxa 3 Lxb 
2 3  4 

In ( l l ) ,  the occurrence of 'x' at 3 is bound by the quantifier at 2. The 
occurrence of 'x' at 4 is free in (1 1). 

Finally, we can clearly describe the effect of '(3x)' when we apply it to 
(1 1). '(3x)' binds just the free occurrences of 'x' in (1 1). The occurrence 
at 4 is free and so gets bound by the new quantifier. The occurrence at 3 
is already bound, so the new quantifier can't touch it. The following dia- 
gram describes the overall effect: 

n 
(1 0) (3x)[(vxWa >Lxb] 

1 2 3  4 

First, the occurrence at 3 is bound by the quantifier at 2. Then the occur- 
rence at 4 is bound by the quantifier at 1. The job being done by the 2-3 
link is completely independent of the job being done by the 1 4  link. 

Let's give a general statement to the facts we have uncovered: 

A quantifier (Vu) or (3u) binds all and only all free occurrences of u in its 
scope. Such a quantifier does not bind an occurrence of u in its scope which 
is already bound by some other quantifier in its scope. 

We can make any given case even clearer by using different variables 
where we have occurrences of a variable bound by different quantifiers. 
So, for example, (10) is equivalent to 

/T', 
(12) (3x)[(Vz)Lza > Lxb] 
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In (12), there can be no confusion about which quantifier binds which 
variable-we keep track of everything by using different variables. Why, 
then, didn't we just resolve to use different variables from the beginning 
and save ourselves a lot of trouble? We could have done that, but then 
the definition of the sentences of predicate logic would have been much 
more complicated. Either way, we have work to do. Besides, the formu- 
lation I have presented here is the one traditionally used by logicians and 
so the one you will need to know if you study more logic. 

Let's look at another, slightly more complicated, example to make sure 
you have put this all together. Draw in the lines which show which quan- 
tifier binds which variable in the following: 

(13) (3x)[(3x)(Bx v Lxa) 3 (Bx & Lxb)] 

If you are having trouble, think through how (13) gets built up from its 
parts. In 

(14) (3x-a) 3 (Bx & Lxb) 
2 3  4 5 6 

the quantifier at 2 applies only to the shortest full sentence which follows 
it, which ends before the '3'. So the occurrences of 'x' at 3 and 4 are both 
bound by the quantifier at 2. The two occurrences of 'x' at 5 and 6 are 
not in the scope of a quantifier and are both free. So when we apply the 
second '(3x)' to all of (14), the new '(3x)' binds only the 'x's which are still 
free in (14), namely, the 'x's which occur at 5 and 6. In sum, the pattern 
of binding is 

We can make this pattern even clearer by writing the sentence equiva- 
lent to (13): 

(15) (3x)[(3z)(Bz v Lza) 3 (Bx & Lxb)] 

In practice, of course, it is much better to use sentences such as (15) and 
(12) instead of the equivalent (13.) and (lo), which are more difficult to 
interpret. 

EXERCISES 

3-1. In the following sentences draw link lines to show which quan- 
tifiers bind which variables and say which occurrences of the vari- 
ables are bound and which are free: 

a) Lzz b) (Vy)(Vz)Lzy c) (Vz)(Bz 3 Lxz) 
12 12 1 23 

e) (Vx)(Lax & Bx) = (Lxx 3 (3x)Bx) 
1 2 34 5 

3-3. CORRECT DEFINITIONS OF SUBSTITUTION INSTANCE 

AND TRUTH IN AN INTERPRETATION 

In chapter 2 I gave an incorrect definition of 'substitution instance.' I said 
that we get the substitution instance of (Vu) ( . . . u . . .) with s substi- 
tuted for u by simply dropping the initial (u) and writing in s wherever 
we find u in (. . . u . . .). This is correct as long as neither a second (Vu) 
nor a (3u) occurs within the scope of the initial (Vu), that is, within the 
sentence ( . . . u . . .). Since I used only this kind of simple sentence in 
chapter 2, there we could get away with the simple but incorrect defin- 
tion. But now we must correct our definition so that it will apply to any 
sentence. Before reading on, can you see how multiple quantification can 
make trouble for the simple definition of substitution instance, and can 
you see how to state the definition correctly? 

To correct the definition of substitution instance, all we have to do is to 
add the qualification that the substituted occurrences of the variable be 
free: 

For any universally quantified sentence (Vu) ( . . . u . . .), the Substitution 
Instance of the sentence, with the name s substituted for the variable u, is 
(. . . s . . .), the sentence formed by dropping the initial universal quanti- 
fier and writing s for all free occurrences of u in (. . . u . . .). 

For any existentially quantified sentence (3u) (. . . u . . .), the Substitution 
Instance of the sentence, with the name s substituted for the variable u, is 
(. . . s . . .), the sentence formed by dropping the initial existential quanti- 
fier and writing s for all free occurrences of u in (. . . u . . .). 

For example, look back at (13). Its substitution instance with 'c' substi- 
tuted for 'x' is 

(16) (3x)(Bx v Lxa) 3 (Bc & Lcb) 
2 3  4 5 6 

The occurrences of 'x' at 3 and 4 are not free in the sentence which re- 
sults from (13) by dropping the initial quantifier. SO we don't substitute 
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'c' for 'x' at 3 and 4. We substitute 'c' only at the free occurrences, which 
were at 5 and 6. 

Can you see why, when we form substitution instances, we pay attention 
only to the occurrences which are free after dropping the outermost 
quantifier? The occurrences at 3 and 4, bound by the '(3x)' quantifier at 
2, have nothing to do with the outermost quantification. When forming 
substitution instances of a quantified sentence, we are concerned only 
with the outermost quantifier and the occurrences which it binds. 

To help make this clear, once again consider (15), which is equivalent 
to (13). In (15), we have no temptation to substitute 'c' for '2' when form- 
ing the 'c'-substitution instance for the sentence at a whole. (15) says that 
there is some x such that so on and so forth about x. In making this true 

. 

for some specific x, say c, we do not touch the occurrences of '2'. The 
internal '2'-quantified sentence is just part of the so on and so forth which 
is asserted about x in the quantified form of the sentence, that is, in (15). 
So the internal '2'-quantified sentence is just part of the so on and so forth 
which is asserted about c in the substitution instance of the sentence. 
Finally, (13) says exactly what (15) says. So we treat (13) in the same way. 

Now let's straighten out the definition of truth of a sentence in an inter- 
pretation. Can you guess what the problem is with our old definition? I'll 
give you a clue. Try to determine the truth value of 'Lxe' in the interpre- 
tation of figure 2-1. You can't do it! Nothing in our definition of an inter- 
pretation gives us a truth value for an atomic sentence with a free vari- 
able. An interpretation only gives truth values for atomic sentences which 
use no variables. You will have just as much trouble trying to determine 
the truth value of '(Vx)Lxy' in any interpretation. A substitution instance 
of '(Vx)Lxy' will still have the free variable 'y', and no interpretation will 
assign such a substitution instance a truth value. 

Two technical terms (mentioned in passing in chapter 1) will help us in 
talking about our new problem: 

A sentence with one or more free variables is called an Open Sentma. 

A sentence which is not open (i.e., a sentence with no free variables) is called 
a Closed Sentme. 

In a nutshell, our problem is that our definitions of truth in an inter- 
pretation do not specify truth values for open sentences. Some logicians 
deal with this problem by treating all free variables in an open sentence 
as if they were universally quantified. Others do what I will do here: We 
simply say that open sentences have no truth value. 

If you think about it, this is really very natural What, anyway, is the 
truth value of the English "sentence" 'He is blond.', when nothing has 
been said or done to give you even a clue as to who 'he' refers to? In such 
a situation you can't assign any truth value to 'He is blond.' 'He is blond.' 
functions syntactically as a sentence-it has the form of a sentence. But 

there is still something very problematic about it. In predicate logic we 
allow such open sentences to function syntactically as sentences. Doing 
this is very useful in making clear how longer sentences get built up from- 
shorter ones. But open sentences never get assigned a truth value, and in 
this way they fail to be full-fledged sentences of predicate logic. 

It may seem that I am dealing with the problem of no truth value for 
open sentences by simply ignoring the problem. In fact, as long as we 
acknowledge up-front that this is what we are doing, saying that open 
sentences have no truth value is a completely adequate way to proceed. 

We have only one small detail to take care of. As I stated the definitions 
of truth of quantified sentences in an interpretation, the definitions were 

,said to apply to any quantified sentences. But they apply only to closed 
sentences. So we must write in this restriction: 

A universally quantified closed sentence is true in an interpretation just in 
case all of the sentence's substitution instances, formed with names in the 
interpretation, are true in the interpretation. 

An existentially quantified closed sentence is true in an interpretation just 
in case some (i.e., one or more) of the sentence's substitution instances, 
formed with names in the interpretation, are true in the interpretation. 

These two definitions, together with the rules of valuation given in 
chapters 1 and 4 of volume I for the sentence logic connectives, specify a 
truth value for any closed sentence in any of our interpretations. 

You may remember that in chapter 1 in volume I we agreed that sen- 
tences of logic would always be true or false. Sticking by that agreement 
now means stipulating that only the closed sentences of predicate logic 
are real sentences. As I mentioned in chapter 1 in this volume, some lo- 
gicians use the phrase Fmulas, or Propositional Functions for predicate 
logic open sentences, to make the distinction clear. I prefer to stick with 
the word 'sentence' for both open and closed sentences, both to keep ter- 
minology to a minimum and to help us keep in mind how longer (open 
and closed) sentences get built up from shorter (open and closed) sen- 
tences. But you must keep in mind that only the closed sentences are full- 
fledged sentences with truth values. 

EXERCISES 

3-2. Write a substitution instance using 'a' for each of the following 
sentences: 
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f )  (Vy)(3x)[(Rxy 3 Dy) 3 Ryxl 

g) Wx)(Vy)Wz){[Sxy v (Hz 3 Lxz)l = (Sex & Hy)) 
h) (3x)(Vz){(F'xa > Kz) & (3y)[(F'xy v Kc) & F'xx]) 

i) (3z)(Vy){[(3x)Mzx v (3x)(Mxy > Myz)] & (3x)Mzx) 

j) (Vx){[(Vx)Rxa > Rxb] v [(3x)(Rcx v Rxa) > Rxx]) 

3-3. If u does not occur free in X, the quantifiers (Vu) and (3u) are 
said to occur Vuuously in (Vu)X and (3u)X. Vacuous quantifiers 
have no effect. Let's restrict our attention to the special case in which 
X is closed, so that it has a truth value in any of its interpretations. 
The problem I want to raise is how to apply the definitions for in- 
terpreting quantifiers to vacuously occurring quantifiers. Because 
truth of a quantified sentence is defined in terms of substitution 
instances of (Vu)X and (3u)X, when u does not occur free in X, 
we most naturally treat this vacuous case by saying that X counts 
as a substitution instance of (Vu)(X) and (3u)(X). (If you look back 
at my definitions of 'substitution instance', you will see that they 
really say this if by 'for all free occurrences of u' you understand 'for 
no occurrences of u' when u does not occur free in X at all. In any 
case, this is the way you should understand these definitions when u 
does not occur free in X.) With this understanding, show that 
(Vu)X, (3u)X, and X all have the same truth value in any interpre- 
tation of X. 

3-4. a) As I have defined interpretation, every object in an inter- 
pretation has a name. Explain why this chapter's definitions of truth 
of existentially and universally quantified sentences would not work 
as intended if interpretations were allowed to have unnamed objects. 

b) Explain why one might want to consider interpretations with un- 

named objects. 

In part I1 we will consider interpretations with unnamed objects and 
revise the definitions of truth of quantified sentences accordingly. 

3-4. SOME LOGICAL EQUIVALENCES 

The idea of logical equivalence transfers from sentence logic to predicate 
logic in the obvious way. In sentence logic two sentences are logically 
equivalent if and only if in all possible cases the sentences have the same 
truth value, where a possible case is just a line of the truth table for the 
sentence, that is, an assignment of truth values to sentence letters. All we 
have to do is to redescribe possible cases as interpretations: 

Two closed predicate logic sentences are Logically Equivalent if and only if in 
each of their interpretations the two sentences are either both true or both 
false. 

Notice that I have stated the definition only for closed sentences. In- 
deed, the definition would not make any sense for open sentences because 
open sentences don't have truth values in interpretations. Nonetheless, ' 
one can extend the idea of logical equivalence to apply to open sentences. 
That's a good thing, because otherwise the law of substitution of logical 
equivalents would break down in predicate logic. We won't be making 
much use of these further ideas in this book, so I won't hold things up 
with the details. But you might amuse yourself by trying to extend the 
definition of logical equivalence to open sentences in a way which will 
make the law of substitution of logical equivalents work in just the way 
you would expect. 

Let us immediately take note of two equivalences which will prove very 
useful later on. By way of example, consider the sentence, 'No one loves 
Eve', which we transcribe as '-(3x)Lxe', that is, as 'It is not the case that 
someone loves Eve'. How could this unromantic situation arise? Only if 
everyone didn't love Eve. In fact, saying '-(3x)Lxe' comes to the same 
thing as saying '(Vx)-Lxe'. If there is not a single person who does love 
Eve, then it has to be that everyone does not love Eve. And conversely, if 
positively everyone does not love Eve, then not even one person does love 
Eve. 

There is nothing special about the example I have chosen. If our sen- 
tence is of the form -(3u)(. . . u . . .), this says that there is not a single 
u such that so on and so forth about u. But this comes to the same as 
saying about each and every u that so on and so forth is not true about 
u, that is, that (Vu)-(. . . u . . .). 

We can easily prove the equivalence of -(3u)(. . . u . . .) and 
(Vu)-(. . . u . . .) by appealing to De Morgan's laws. We have to prove 
that these two sentences have the same truth value in each and every 
interpretation. In any one interpretation, -(3u)(. . . u . . .) is true just 
in case the negation of the disjunction of the instances 

is true in the interpretation, where we have included in the disjunction all 
the instances formed using names which name things in the interpreta- 
tion. By De Morgan's laws, this is equivalent to the conjunction of the 
negation of the instances 

which is true in the interpretation just in case (Vu)-(. . . u . . .) is true 
in the interpretation. Because this is true in all interpretations, we see that 

Rule -3: -(3u)(. . . u . . .) is logically equivalent to (Vu)-(. . . u . . .). 

Now consider the sentence 'Not everyone loves Eve,' which we tran- 
scribe as '-(Vx)Lxe'. If not everyone loves Eve, then there must be some- 
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one who does not love Eve. And if there is someone who does not love 
Eve, then not everyone loves Eve. So '-(Vx)Lxe' is logically equivalent to 
'(3x)-Lxe'. 

Pretty clearly, again there is nothing special about the example. 
-(Vu)(. . . u . . .) is logically equivalent to (3u)-(. . . u . . .). If it is not 
the case that, for all u, so on and so forth about u, then there must be 
some u such that not so on and so forth about u. And, conversely, if there 
is some u such that not so on and so forth about u, then it is not the case 
that for all u, so on and so forth about u. In summary 

Rule -V: -(Vu)(. . . u . . .) is logically equivalent to (3u)-(. . . u . . .). 

You can easily give a proof of this rule by imitating the proof of the . - 
rule -3. But I will let you write out the new proof as an exercise. 

3-5. a) Give a proof of the rule of logical equivalence, -V. Your 
proof will be very similar to the proof given in the text for the 
rule -3. 

b) The proof for the rule -3 is flawed! It assumes that all interpre- 
tations have finitely many things in their domain. But not all inter- 
pretations are finite in this way. (Exercise 2-5 gives an example of 
an infinite interpretation.) The problem is that the proof tries to talk 
about the disjunction of all the substitution instances of a quantified 
sentence. But if an interpretation is infinite, there are infinitely 
many substitution instances, and no sentence can be infinitely long. 
Since I instructed you, in part (a) of this problem, to imitate the 
proof in the text, probably your proof has the same problem as 
mine. 

Your task is to correct this mistake in the proofs. Give informal 
arguments for the rules -3 and -V which take account of the fact 
that some interpretations have infinitely many things in their do- 
main. 

3-6. In the text I defined logical equivalence for closed sentences of 
predicate logic. However, this definition is not broad enough to en- 
able us to state a sensible law of substitution of logical equivalents 
for predicate logic. Let me explain the problem with an example. 
The following two sentences are logically equivalent: 

But we cannot prove that (1) and (2) are logically equivalent with the 
rule -V as I have stated it. Here is the difficulty. The rule -V tells 
us that (1) is logically equivalent to 

What we would like to say is that -(Vy)Lxy is logically equivalent to 
(3y)-Lxy, again by the rule -V. But the rule -V does not license 
this because I have defined logical equivalence only for closed sen- 
tences and '-(Vy)Lxyl and '(3y)-Lxy' are open sentences. (Strictly 
speaking, I should have restricted the -V and -3 rules to closed 
sentences. I didn't because I anticipated the results of this exercise.) 
Since open sentences are never true or false, the idea of logical 
equivalence for open sentences does not make any sense, at least not 
on the basis of the definitions I have so far introduced. 

Here is your task: 

a) Extend the definition of logical equivalence for predicate logic 
sentences so that it applies to open as well as closed sentences. Do 
this in such a way that the law of substitution of logical equivalents 
will be correct when one open sentence is substituted for another 
when the two open sentences are logically equivalent according to 
your extended definition. 

b) Show that the law of substitution of logical equivalents works 
when used with open sentences which are logically equivalent ac- 
cording to your extended definition. 

I CHAPTER SUMMARY EXERCISES 

Here are this chapter's important terms. Check your understanding 
by writing short explanations for each, saving your results in your 
notebook for reference and review. 

Bound Variables 

Free Variables 

Scope 

Closed Sentence 

Open Sentence 

Truth of a Sentence in an Interpretation 

Rule - 3  

Rule -V 
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Transcription 

4-1. RESTRICTED QUANTIFIERS 

For three chapters now I have been merrily transcribing '(3x)' both as 
'something' and 'someone', and I have been transcribing '(Vx)' both as 
'everything' and 'everyone.' I justified this by saying that when we talked 
only about people we would restrict the variables 'x', 'y', etc. to refer only 
to people, and when we talked about everything, we would let the vari- 
ables be unrestricted. It is actually very easy to make precise this idea of 
restricting the universe of discourse. If we want the universe of discourse 
to be restricted to people, we simply declare that all the objects in our 
interpretations must be people. If we want a universe of discourse con- 
sisting only of cats, we declare that all the objects in our interpretations 
must be cats. And so on. 

As 1 mentioned, this common practice is not fully satisfactory. What if 
we want to talk about people and things, as when we assert, 'Everyone 
likes sweet things.'? Restricted quantifiers will help us out here. They also 
have the advantage of getting what we need explicitly stated in the pred- 
icate logic sentences themselves. 

We could proceed by using '(3x)' and '(Vx)' to mean 'something' and 
'everything' and introduce new quantifiers for 'someone' and 'everyone1. 
To see how to do this, let's use the predicate 'P' to stand for 'is a person.' 

Then we can introduce the new quantifier '(ax); to stand for some x 
chosen from among the things that are P, that is, chosen from among 
people. We call this a restricted quantifier. You should think of a re- 
stricted quantifier as saying exactly what an unrestricted quantifier says 
eqcept that the variable is restricted to the things of which the subscripted 
predicate is true. With 'P' standing for 'is a person', '(ax)$ has the effect 
of 'someone' or 'somebody'. We can play the same game with the univer- 
sal quantifier. '(VX)~' will mean all x chosen from among the things that 
are P. With 'P' standing for 'is a person', ('VX)~' means, not absolutely 
everything, but all people, that is, everyone or everybody or  anyone or 
anybody. 

This notion of a restricted quantifier can be useful for other things. 
Suppose we want to transcribe 'somewhere' and 'everywhere' or 'some- 
times' and 'always'. Let's use 'N' stand for 'is a place' or 'is a location'. 
'Somewhere' means 'at some place' or 'at some location'. So we can tran- 
scribe 'somewhere' as ' ( 3 ~ ) ~ '  and 'everywhere' as '(VX)~'. For example, to 
transcribe 'There is water everywhere', I would introduce the predicate 
'Wx' to stand for 'there is water at x'. Then '(VX)~WX' says that there is 
water everywhere. Continuing the same strategy, let's use 'Q' to stand for 
'is a time'. Then ' ( 3 ~ ) ~ '  stands for 'sometime(s)' and '(VX)~' stands for 
'always' ('at all times'). 

In fact, we can also use the same trick when English has no special word 
corresponding to the restricted quantifier. Suppose I want to say some- 
thing about all cats, for example, that all cats are furry. Let 'Cx' stand for 
'x is a cat' and 'Fx' stand for 'x is furry'. Then '(VX)~FX' says that all things 
which are cats are furry; that is, all cats are furry. Suppose I want to say 
that some animals have tails. Using 'Ax' for 'x is an animal' and 'Txy' for 
'x is a tail of y', I write ' (3~)~(3y)Tyx' :  There is an animal, x, and there is 
a thing, y, such that y is a tail of x. 

As you will see, restricted quantifiers are very useful in figuring out 
transcriptions, but there is a disadvantage in introducing them as a new 
kind of quantifier in our system of logic. If we have many different kinds 
of quantifiers, we will have to specify a new rule for each of them to tell 
us the conditions under which a sentence formed with the quantifier is 
true. And when we get to checking the validity of arguments, we will have 

. to have a new rule of inference to deal with each new quantifier. We 
could state the resulting mass of new rules in a systematic way. But the 
whole business would still require a lot more work. Fortunately, we don't 
have to do any of that, for we can get the full effect of restricted quanti- 
fiers with the tools we already have. 

Let's see how to rewrite subscripted quantifiers. Consider the restricted 
quantifier which says that there is cat such that, or there are cats 
such that, or some cats are such that. We say 'some cats are furry' (or 
'there is a furry cat' or the like) with ' ( 3 ~ ) ~ F x ' .  Now what has to be true 
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for it to be true that some cats are furry, or that there is a furry cat? 
There has to be one or  more things that is both a cat and is furry. If there 
is not something which is both a cat and is furry, it is false that there is a 
furry cat. So we can say that some cats are furry by writing '(3x)(Cx & 
Fx)'. In short, we can faithfully rewrite ' ( 3 ~ ) ~ F x '  as '(3x)(Cx & Fx)'. This 
strategy will work generally: 

Rule for rewriting Subsm$ted Existential Qmnh$ers: For any predicate S, 
any sentence of the form ( 3 ~ ) ~ ( .  . . u. . .) is shorthand for (3u)[Su & 
(. . . u . . .)I. 

Here are some examples: 

Some cats are blond. ( 3 ~ ) ~ B x  (3x)(Cx & Bx) 

Eve loves a cat. (3x)cLex (3x)(Cx & Lex) 

Eve loves a furry cat. ( 3 ~ ) ~ ( F x  & Lex) (3x)[Cx & (Fx & Lex)] 

Clearly, we can proceed in the same way with 'someone' and 'some- 
body': 

Someone loves Eve. (3x)pLxe (3x)(Px & Lxe) 

Somebody loves Eve or Adam. (3x),(Lxe v Lxa) (3x)[Px &(Lxe v Lxa)] 

If somebody loves Eve, then Eve loves somebody. 
(3x),Lxe 3 (3x)(Px & Lxe) 3 (3x)(Px & Lex) 
(3x),Lex 

Notice that in the last example I used the rule for rewriting the subscript 
on each of two sentences X and Y, inside a compound sentence, X 3 Y. 

How should we proceed with restricted universal quantifiers? This is a 
little tricky. Let's work on '(VX)~FX'-that is, 'All cats are furry'. Under 
what conditions is this sentence true? To answer the question, imagine 
that everything in the world is lined up in front of you: All the cats, dogs, 
people, stones, basketballs, everything. You go down the line and examine 
the items, one by one, to determine whether all cats are furry. If the first 
thing in line is a dog, you don't have to determine whether or  not it is 
furry. If the second thing is a basketball, you don't have to worry about it 
either. But as soon as you come to a cat you must examine it further to 
find out if it is furry. When you finally come to the end of the line, you 
will have established that all cats are furry if you have found of each thing 
that, if it is a cat, then it is furry. In short, to say that all cats are furry is 
to say '(Vx)(Cx 3 Fx)'. 

At this point, many students balk. Why, they want to know, should we 
rewrite a restricted universal quantifier with the '3' when we rewrite a 
restricted existential quantifier with the '&'? Shouldn't '&' work also for 
restricted universal quantifiers? Well, I'm sorry. It doesn't. That is just 
not what restricted universal quantifiers mean. 

You can prove this for yourself by trying to use '&' in rewriting the 
subscripted 'C' in our transcription of 'All cats are furry.' You get 

( 1 )  (Vx)(Cx & Fx) 

What does (1) say? It says that everything is a furry cat, and in particular 
that everything is a cat! That's much too strong. All cats could be furry 
even though there are lots of things which are not cats. Thus 'All cats are 
furry' could be true even when (1) is false, so that (1) cannot be the right 
way to rewrite ' ( v ~ ) ~ F x ' .  

What has gone wrong? The unrestricted universal quantifier applies to 
everything. So we can use conjunction in expressing the restriction of cats 
only if we somehow disallow or except the cases of noncats. We can do 
this by saying that everything is either not a cat or is a cat and is furry: 

(2) (Vx)[-Cx v (Cx & Fx)] 

(2) does indeed say what 'All cats are furry' says. So (2) should satisfy your 
feeling that an '&' also comes into the restricted universal quantifier in 
some way. But you can easily show that (2) is logically equivalent to 
'(Vx)(Cx 3 Fx)'! As the formulation with the '3' is more compact, and is 
also traditional, it is the one we will use. 

In general, we rewrite restricted universal quantifiers according to the 
rule 

Rule for rewriting Subscripted Universal Quuntifiers: For any predicate S, 
any sentence of the form (Vu)s(. . . u . . .) is shorthand for (Vu)[Su 3 
(. . . u . . .)I. 

Here are some examples to make sure you see how this rule applies: 

Eve loves all cats. (Vx)C(Lex) (Vx)(Cx 3 Lex) 

Everybody loves Eve. (Vx),Lxe (Vx)(Px 3 Lxe) 

Everyone loves either Adam or Eve. 
( V X ) ~ ( L X ~  v Lxe) (Vx)[Px 3 (Lxa v Lxe)] 

Not everyone loves both Adam and Eve. 
-(Vx),(Lxa & Lxe) -(Vx)[Px 3 (Lxa & Lxe)] 

In the last example, I used the rewriting rule on a sentence, X, inside a 
negated sentence of the form -X. 

If you are still feeling doubtful about using the '3' to rewrite restricted 
universal quantifiers, I have yet another way to show you that this way of 
rewriting must be right. I am assuming that you agree that our way of 
rewriting restricted existential quantifiers is right. And I will use a new 
rule of logical equivalence. This rule tells us that the same equivalences 
that hold for negated unrestricted universal quantifiers hold for negated 
restricted universal quantifiers. In particular, saying that not all cats are 
furry is clearly the same as saying that some cat is not furry. In general 
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Rule -Vs: A sentence of the form -(VU)~(. . . u . . .) is logically equiva- 
lent to ( 3 ~ ) ~ - ( .  . . u . . .). 

You can prove this new rule along the same lines we used in proving the 
rule -V. 

Now, watch the following chain logical equivalents: 

1 (VU)~(. . . u . . .) 
2 --(VU)~(. . . u . . .) DN 

3 - ( 3 ~ ) ~ - ( .  . . u . . .) -Vs 
4 -(3u)[Su & -(. . . u . . .)I Rule for rewriting ( 3 ~ ) ~  

5 -(3u)--[Su & -(. . . u . . .)] DN 

6 -(3u)-[-Su v (. . . u . . .)I DM, DN 

7 -(3u)-[Su 3 (. . . u . . .)I C 

8 --(Vu)[Su 3 (. . . u . . .)I -3 

9 (Vu)[Su 3 (. . . u . . .)] DN 

Since the last line is logically equivalent to the first, it must be a correct 
way of rewriting the first. 

If you are having a hard time following this chain of equivalents, let me 
explain the strategy. Starting with a restricted universal quantifier, I turn 
it into a restricted existential quantifier in lines 2 and 3 by using double 
denial and pushing one of the two negation signs through the restricted 
quantifier. I then get line 4 by using the rule we have agreed on for 
rewriting restricted existential quantifiers. Notice that 1. am applying this 
rule inside a negated sentence, so that here (and below) I am really using 
substitution of logical equivalents. In lines 5, 6, and 7 I use rules of logical 
equivalence to transform a conjunction into a conditional. These steps are 
pure sentence logic. They involve no quantifiers. Line 8 comes from line 
7 by pushing the negation sign back out through what is now an unre- 
stricted existential quantifier, changing it into an unrestricted universal 
quantifier. Finally, in line 9, I drop the double negation. It's almost like 
magic! 

EXERCISES 

4-1. Give an argument which shows that the rule -Vs is correct. 
Similarly, show that 

Rule -gx: a sentence of the form - ( 3 ~ ) ~ ( .  . . u . . .) is logically 
equivalent to (VU)~-(. . . u . . .). 

I is also correct. 

4-2. Use the rule -gS to show that, starting from the rule for re- 
writing subscripted universal quantifiers, you can derive the rule for 
rewriting subscripted existential quantifiers. Your argument will 
closely follow the one given in the text for arguing the rule for re- 
writing subscripted universal quantifiers from the rule for rewriting 
subscripted existential quantifiers. 

4-3. Transcribe the following English sentences into the language of 
predicate logic. Use this procedure: In a first step, transcribe into a 
sentence using one or more subscripted quantifiers. Then rewrite 
the resulting sentence using the rules for rewriting subscripted 
quantifiers. Show both your first and second steps. Here are two 
examples of sentences to transcribe and the two sentences to present 
in presenting the problem: 

Someone loves Eve. All cats love Eve. 

( 3 ~ ) ~ L x e  ( V X ) ~ L X ~  

(3x)(Px & Lxe) (Vx)(Cx 3 Lxe) 

Transcription Guide 
e: Eve Dx: x is a dog 

Px: x is a person Bx: x is blond 
Cx: x is a cat Lxy: x loves y 

Everyone loves Eve. 

Eve loves somebody. 

Eve loves everyone. 

Some cat loves some dog. 

Somebody is neither a cat nor a dog. 

Someone blond loves Eve. 

Some cat is blond. 

Somebody loves all cats. 

No cat is a dog. 

Someone loves someone. 

Everybody loves everyone. 

Someone loves everyone. 

Someone is loved by everyone. 

Everyone loves someone. 

Everyone is loved by somebody. 

4-2. TRANSCRIBING FROM ENGLISH INTO LOGIC 

Transcribing into the language of predicate logic can be extremely diffi- 
cult. Actually, one can do logic perfectly well without getting very good at 
transcription. But transcriptions into logic provide one of predicate logic's 
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important uses. This is because, when it comes to quantification, English 
is often extremely confusing, ambiguous, and even downright obscure. 
Often we can become clearer about what is being said if we put a state- 
ment into logic. Sometimes transcribing into logic is a must for clarity and 
precision. For example, how do you understand the highly ambiguous 
sentence, 'All of the boys didn't kiss all of the girls.'? I, for one, am lost 
unless I transcribe into logic. 

Before we get started, I should mention a general point. Just as 
in the case of sentence logic, if two predicate logic sentences are logically 
equivalent they are both equally good (or equally bad!) transcriptions 
of an English sentence. Two logically equivalent sentences share the 
same truth value in all possible cases (understood as all interpretations), 
and in this sense two logically equivalent sentences "say the same thing." 
But if two predicate logic sentences say the same thing, then to the extent 
that one of them says what an English sentence says, then so does the 
other. 

We are going to be looking at quite a few examples, so let's agree on a 
transcription guide: 

Transcription Guide 

a: 

J: 
A x :  

Bx: 
Cx: 
Dx: 
Fx: 
Gx: 
Hx: 

Adam 
The lights will be on 
x is an adult 
x is a boy 
x is a cat 
x is a dog 
x can run a 3:45 mile 
x is a girl 
x is at home 

Px: 
Rx: 
v x :  

Kxy: 
Lxy: 
Mxy: 
oxy:  
Txy: 

x is a person 
x is a registered voter 
x has the right to vote 
x kissed y 
x loves y 
x is married to y 
x owns y 
x is a tail of y 

Take note of the fact that in giving you a transcription guide, I have been 
using open sentences to indicate predicates. For example, I am using the 
open sentence 'PIC' to indicate the predicate 'is a person.' The idea of 
using an open sentence to indicate a predicate will soon become very 
useful. 

T o  keep us focused on the new ideas, I will often use subscripts on 
restricted quantifiers. However, you should keep in mind that complete 
transcriptions require you to rewrite the subscripts, as explained in the 
last section. 

Now let's go back and start with the basics. '(Vx)(Cx > Fx)' transcribes 
'all cats are furry,' 'Every cat is furry,' 'Any cat is furry,' and 'Each cat is 
furry.' This indicates that 

Usually, the words 'all', 'every', 'any', and 'each' signal a universal quantifier. 

Let's make a similar list for the existential quantifier. '(3x)(Cx & Fx)' 
transcribes 'Some cat is furry', 'Some cats are furry,' 'At least one cat is 
furry', 'There is a furry cat,' and 'There are furry cats': 

Usually, the expressions 'some', 'at least one', 'there is', and 'there are' signal 
an existential quantifier. 

These lists make a good beginning, but you must use care. There are 
no hard and fast rules for transcribing English quantifier words into 
predicate logic. For starters, 'a' can easily function as a universal or an 
existential quantifier. For example, 'A car can go very fast.' is ambiguous. 
It can be used to say either that any car can go very fast or that some car 
can go very fast. 

To  make it clearer that 'a' can function both ways, consider the follow- 
ing examples. You probably understand 'A man is wise.' to mean that 
some man is wise. But most likely you understand 'A dog has four legs.' 
to mean that all dogs have four legs. Actually, both of these sentences are 
ambiguous. In both sentences, 'a' can correspond to 'all' or  'some'. You 
probably didn't notice that fact because when we hear an ambiguous sen- 
tence we tend to notice only one of the possible meanings. If a sentence 
is obviously true when understood with one of its meanings and obviously 
false when understood with the other, we usually hear the sentence only 
as making the true statement. So if all the men in the world were wise, 
we would take 'A man is wise.' to mean that all men are wise, and if only 
one dog in the world had four legs we would take 'A dog has four legs.' 
to mean that some dog has four legs. 

It is a little easier to hear 'A car can go very fast.' either way. This is 
because we interpret this sentence one way or  the other, depending on 
how fast we take 'fast' to be. If 'fast' means 30 miles an hour (which is 
very fast by horse and buggy standards), i t  is easy to hear 'A car can go 
very fast.' as meaning that all cars can go very fast. If "fast' means 180 
miles an hour it is easy to hear 'a car can go very fast.' as meaning that 
some car can go very fast. 

'A' is not the only treacherous English quantifier word. 'Anyone' usually 
gets transcribed with a universal quantifier. But not always. Consider 

(3) If anyone is at home, the lights will be on. 

(4) If anyone can run a 3:45 mile, Adam can. 

We naturally hear (3), not as saying that if everyone is at home the lights 
will be on, but as saying that if someone is at home the lights will be on. 
So a correct transcription is 
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Likewise, by (4), we do not ordinarily mean that if everyone can run a 
3:43 mile, Adam can. We mean that if someone can run that fast, Adam 
can: 

At least that's what one would ordinarily mean by (4). However, I think 
that (4) actually is ambiguous. I think 'anyone' in (4) could be understood 
as 'everyone1. This becomes more plausible if you change the '3:45 mile' 
to 'lo-minute mile'. And it becomes still more plausible after you consider 
the following example: 'Anyone can tie their own shoe laces. And if any- 
one can, Adam can.' 

Going back to (3), one would think that if (4) is ambiguous, (3) should 
be ambiguous in the same way. I just can't hear an ambiguity in (3). Can 
you? 

'Someone' can play the reverse trick on us. Usually, we transcribe it with 
an existential quantifier. But consider 

( 5 )  Someone who is a registered voter has the right to vote. 

We naturally hear this as the generalization stating that anyone who is a 
registered voter has the right to vote. Thus we transcribe it as 

As in the case of (4), which uses 'anyone', we can have ambiguity in 
sentences such as (5), which uses 'someone'. If you don't believe me, imag- 
ine that you live in a totalitarian state, called Totalitarania. In Totalitar- 
ania, everyone is a registered voter. But voter registration is a sham. In 
fact, only one person, the boss, has the right to vote. As a citizen of 
Totalitarania, you can still truthfully say that someone who is a registered 
voter (namely, the boss) has the right to vote. (You can make this even 
clearer by emphasizing the word 'someone: 'someone who is a registered 
voter has the right to vote.') In this context we hear the sentence as saying 

Ambiguity can plague transcription in all sorts of ways. Consider an 
example traditional among linguists: 

(6) All the boys kissed all the girls 

This can easily mean that each and every one of the boys kissed each and 
every one of the girls: 

But it can also mean that each of the boys kissed some girls so that, finally, 
each and every girl got kissed by some boy: 

(6b) ( V ~ ) B ( ~ Y ) G K ~ Y  & ( V Y ) G ( ~ ~ ) B K ~ Y  

If you think that was bad, things get much worse when multiple quan- 
tifiers get tangled up with negations. Consider 

(7) All the boys didn't kiss all the girls. 

Everytime I try to think this one through, I blow a circuit. Perhaps the 
most natural transcription is to take the logical form of the English at face 
value and take the sentence to assert that of each and every boy it is true 
that he did not kiss all the girls; that is, for each and every boy there is at 
least one girl not kissed by that boy: 

But one can also take the sentence to mean that each and every boy re- 
frained from kissing each and every girl, that is, didn't kiss the first girl 
and didn't kiss the second girl and not the third, and so on. In yet other 
words, this says that for each and every boy there was no girl whom he 
kissed, so that nobody kissed anybody: 

We are still not done with this example, for one can also use (7) to 
mean that not all the boys kissed every single girl-that is, that some boy 
did not kiss all the girls, in other words that at least one of the boys didn't 
kiss at least one of the girls: 

It's worth an aside to indicate how it can happen that an innocent-look- 
ing sentence such as (7) can turn out to be so horribly ambiguous. Mod- 
ern linguistics postulates that our minds carry around more than one rep- 
resentation of a given sentence. There is one kind of structure that 

. represents the logical form of a sentence. Another kind of structure rep- 
resents sentences as we speak and write them. Our minds connect these 
(and other) representations of a given sentence by making all sorts of 
complicated transformations. These transformations can turn represen- 
tations of different logical forms into the same representation of a spoken 
or written sentence. Thus one sentence which you speak or write can cor- 
respond to two, three, o r  sometimes quite a few different structures that 
carry very different meanings. In particular, the written sentence (7) cor- 
responds to (at least!) three different logical forms. (7a), (7b), and (7c) 
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don't give all the details of the different, hidden structures that can be 
transformed into (7). But they do describe the differences which show up 
in the language of predicate logic. 

You can see hints of all this if you look closely at (7), (7a), (7b), and 
(7c). In (7) we have two universal quantifier words and a negation. But 
since the quantifier words appear on either side of 'kissed', it's really not 
all that clear where the negation is meant to go in relation to the universal 
quantifiers. We must consider three possibilities. We could have the ne- 
gation between the two universal quantifiers. Indeed, that is what you see 
in (7a), in the first of its logically equivalent forms. Or we could have the 
negation coming after the two universal quantifiers, which is what you 
find in the first of the logically equivalent sentences in (7b). Finally, we 
could have the negation preceding both universal quantifiers. You see this 
option in (7c). In sum, we have three similar, but importantly different, 
structures. Their logical forms all have two universal quantifiers and a 
negation, but the three differ, with the negation coming before, between, 
or after the two quantifiers. The linguistic transformations in our hinds 
connect all three of these structures with the same, highly ambiguous En- 
glish sentence, (7). 

Let's get back to logic and consider some other words which you may 
find especially difficult to transcribe. I am always getting mixed up by 
sentences which use 'only', such as 'Only cats are furry.' So I use the strat- 
egy of first transcribing a clear case (it helps to use a sentence I know is 
true) and then using the clear case to figure out a formula. I proceed in 
this way: Transcribe 

(8) Only adults can vote. 

This means that anyone who is not an adult can't vote, or equivalently 
(using the law of contraposition), anyone who can vote is an adult. So 
either of the following equivalent sentences provides a correct transcrip- 
tion: 

This works in general. (In the following I used boldface capital P and 
Q to stand for arbitrary predicates.) Transcribe 

Thus 'Only cats are furry' becomes (Vx)(Fx > Cx). 
'Nothing' and 'not everything' often confuse me also. We must carefully 

distinguish 

(10) Nothing is furry: (Vx)-Fx, or -(3x)Fx 

and 

(1 1) Not everything is furry: -(Vx)Fx, or (3x)-Fx 

(The alternative transcriptions given in (10) and (1 1) are logically equiva- 
lent, by the rules -(Vx) and -(3x) for logical equivalence introduced in 
section 3-4.) 'Not everything' can be transcribed literally as 'not all x . . .'. 
'Nothing' means something different and much stronger. 'Nothing' 
means 'everything is not . . . .' Be careful not to confuse 'nothing' with 
'not everything.' If the distinction is not yet clear, make up some more 
examples and carefully think them through. 

'None' and 'none but' can also cause confusion: 

(12) None but adults can vote: (Vx)(-Ax 3 -Vx) 

(13) None love Adam: (Vx)-Lxe 

'None but' simply transcribes as 'only.' When 'none' without the 'but' fits 
in grammatically in English you will usually be able to treat it as you do 
'nothing'. 'Nothing' and 'none' differ in that we tend to use 'none' when 
there has been a stated or implied restriction of domain: "How many cats 
does Adam love? He loves none." In this context a really faithful tran- 
scription of the sentence 'Adam loves none.' would be '(V~)~-Laxl, or, 
rewriting the subscript, '(Vx)(Cx 3 -Lax). 

Perhaps the most important negative quantifier expression in English is 
'no', as in 

(14) No cats are furry. 

To say that no cats are furry is to say that absolutely all cats are not furry, 
so that we transcribe (18) as 

(9) Only Ps are Qs. (1 5) (Vx),y-Fx, that is, (Vx)(Cx 3 -Fx) 

either as In general, transcribe 

(16) No Ps are Qx. 
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(1 7) (Vx),-Q, that is, (Vx)(P 3 -Q) 

EXERCISES 

4-4. Transcribe the following English sentences into the language of 
predicate logic. Use subscripts if you find them helpful in figuring 
out your answers, but no subscripts should appear in your final an- 
swers. 

Transcription Guide 

a: Adam Fx: x is furry 
e: Eve Px: x is a person 

Ax: x is an animal Qx: ' x purrs 
Bx: x is blond Lxy: x loves y 
Cx: x is a cat Sxy: x is a son of y 
Dx: x is a dog Txy: x is tickling y 

Anything furry loves Eve. 

No cat is furry. 

If anyone loves Adam, Eve does. 

Eve does not love anyone. 

Nothing is furry. 

Adam, if anyone, is blond. 

Not all cats are furry. 

Some cats are not furry. 

No one is a cat. 

No cat is a dog. 

If something purrs, it is a cat. 

Not everything blond is a cat. 

A dog is not an animal. (Ambiguous) 

Not all animals are dogs. 

Only cats purr. 

Not only cats are furry. 

Any dog is not a cat. 

No blonds love Adam. 

None but blonds love Adam. 

Some dog is not a cat. 

Nothing furry loves anyone. 

Only cat lovers love dogs. (Ambiguous?) 

If someone is a son of Adam, he is blond. 

No son of Adam is a son of Eve. 

y) Someone who is a son of Adam is no son of Eve. (Ambiguous) 

z) Each cat which loves Adam also loves Eve. 

aa) Not everyone who loves Adam also loves Eve. 

bb) Anyone who is tickling Eve is tickling Adam. 

cc) None but those who love Adam also love Eve. 

4-5. Give alternative transcriptions which show the ways in which 
the following sentences are ambiguous. In this problem you do not 
have to eliminate subscripts. (It is sometimes easier to study the am- 
biguity if we write these sentences in the compact subscript nota- 
tion.) 

a) Everyone loves someone. 

b) Someone loves everyone. 

c) Something is a cat if and only if Adam loves it. 

d) All cats are not furry. 
e) Not anyone loves Adam. 

4-6. In this section I discussed ambiguities connected with words 
such as 'a', 'someone', and 'anyone.' In fact, English has a great many 
sorts of ambiguity arising from the ways in which words are con- 
nected with each other. For example, 'I won't stay at home to please 
you.' can mean that if I stay at home, I won't do it in order to please 
you. But it can also mean that 1 will go out because going out will 
please you. 'Eve asked Adam to stay in the house.' can mean that 
Eve asked Adam to remain in a certain location, and that location is 
the house. It can also mean that Eve asked Adam to remain in some 
unspecified location, and that she made her request in the house. 

For the following English sentences, provide alternative tran- 
scripts showing how the sentences are ambiguous. Use the transcrip- 
tion guides given for each sentence. 

a) Flying planes can be dangerous. (Px: x is a plane. Fx: x is flying. 
Dx: x can be dangerous. Ax: x is an act of flying a plane.) 

b) All wild animal keepers are blond. (Kxy: x keeps y. Wx: x is wild. 
Ax: x is an animal. Bx: x is blond.) 

c) Adam only relaxes on Sundays. (a: Adam. Rxy: x relaxes on day y. 
Lxy: x relaxes ("is lazy") all day long on day y. Sx: x is Sunday.) 

d) Eve dressed and walked all the dogs. (e: Eve. Cxy: x dressed y. Dx: 
x is a dog. Wxy: x walked y.) 

Linguists use the expression Structural Ambiguity for the kind of 
ambiguity in these examples. This is because the ambiguities have to 
do with alternative ways in which the grammatical structure of the 
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sentences can be correctly analyzed. Structural ambiguity contrasts 
with Lexical Ambiguity, which has to do with the ambiguity in the 
meaning of isolated words. Thus the most obvious ambiguity of 'I 
took my brother's picture yesterday.' turns on the ambiguity of the 
meaning of 'took' (stole vs. produced a picture). The ambiguity in- 
volved with quantifier words such as 'a', 'someone', and 'anyone' is 
actually structural ambiguity, not lexical ambiguity. We can see a 
hint of this in the fact that '(3x)Hx 3 J' is logically equivalent to 
'(Vx)(Hx > J) and the fact that '(Vx)Hx 3 J' is logically equivalent to 
(3x)(Hx 3 J), as you will prove later on in the course. 

4-3. TRANSCRIPTION STRATEGIES 

I'm going to turn now from particularly hard cases to general strategy. If 
you are transcribing anything but the shortest of sentences, don't try to 
do it all at once. Transcribe parts into logic, writing down things which 
are part logic and part English. Bit by bit, transcribe the parts still in 
English into logic until all of the English is gone. 

Let's do an example. Suppose we want to transcribe 

(18) Any boy who loves Eve is not a furry cat. 

(18) says of any boy who loves Eve that he is not a furry cat; that is, it says 
of all things, x, of which a first thing is true (that x is a boy who loves 
Eve) that a second thing is true (x is not a furry cat). So the sentence has 
the form (Vx)(Px 3 Q): 

(18a) (Vx)(x is a boy who loves Eve 3 x is not a furry cat) 

Now all you have to do is to fashion transcriptions of 'x is a boy who loves 
Eve' and of 'x is not a furry cat' and plug them into (18a): 

(18b) x is a boy who loves Eve: Bx & Lxe 

(18c) x is not a furry cat: -(Fx & Cx) 

(Something which is not a furry cat is not both furry and a cat. Such a 
thing could be furry, or a cat, but not both.) Now we plug (18b) and (18c) 
into (18a), getting our final answer: 

(1 8d) (Vx)[(Bx & Lxe) 3 -(3x & Cx)] 

Here is another way you could go about the same problem. Think of 
the open sentence 'Bx & Lxe' as indicating a complex one place predicate. 
The  open sentence 'Bx & Lxe' presents something which might be true 

of an object or person such as Adam. For example, if the complex pred- 
icate is true of Adam, we would express that fact by writing in 'a' for 'x' 
in 'Bx & Lxe', giving 'Ba & Lae'. Now, thinking of 'Bx & Lxe' as a predi- ' 
cate, we can use the method of quantifier subscripts which we discussed 
in section 4-1. (18) is somewhat like a sentence which asserts that every- 
thing is not a furry cat. But (18) asserts this, not about absolutely every- 
thing, but just about all those things which have the complex property Bx 
& Lxe. So we can write (18) as a universally quantified sentence with the 
universal quantifier restricted by the predicate 'Bx & Lxe': 

Now you simply use the rule for rewriting subscripts on universal quan- 
tifiers, giving (18d). 

In yet a third way of working on (la),  you could first use the method 
of subscripting quantifiers before transcribing the complex predicates into 
logic. Following this route you would first write. 

Now transcribe the English complex predicates as in (18b) and (lac), plug 
the results into (18f), giving (18e). Then you rewrite the subscript, giving 
(18d) as before. You have many alternative ways of proceeding. 

Generally, it is very useful to think of complex descriptions as complex 
predicates. In particular, this enables us to use two place predicates to 
construct one place predicates. We really took advantage of this technique 
in the last example. 'Lxy' is a two place predicate. By substituting a name 
for 'y', we form a one place predicate, for example, 'Lxe'. 'Lxe' is a one 
place predicate which is true of anything which loves Eve. 

Here is another useful way of constructing one place predicates from 
two place predicates. Suppose we need the one place predicate 'is mar- 
ried', but our transcription guide only gives us the two place predicate 
'Mxy', meaning that x is married to y. T o  see how to proceed, consider 
what it means to say that Adam, for example, is married. This is to say 
that there is someone to whom Adam is married. So we can say Adam is 
married with the sentence '(3y)May'. We could proceed in the same way 

. to say that Eve, or anyone else, is married. In short, the open sentence 
'(3y)Mxy' expresses the predicate 'x is married'. 

Here's another strategy point: When 'who' or 'which' comes after a 
predicate they generally transcribe as 'and'. As you saw in (la), the com- 
plex predicate 'x is a boy who loves Eve' becomes 'Bx & Lxe'. The com- 
plex predicate 'x is a dog which is not furry but has a tail' becomes 'Dx & 
(-Fx & (3y)Tyx)'. 

When 'who' or 'which' comes after, a quantifier word, they indicate a 
subscript on the quantifier: 'Anything which is not furry but has a tail' 
should be rendered as (VX)(-+ & (3y)Tyx). When the quantifier word itself 
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calls for a subscript, as does 'someone', you need to combine both these 
ideas for treating 'who1: 'Someone who loves Eve' is the subscripted quan- 
tifier '(ax)& & Lxe(. 

Let's apply these ideas in another example. Before reading on, see if 
you can use only 'Cx' for 'x is a cat', 'Lxy' for 'x loves y', and 'Oxy' for 'x 
owns y' and transcribe 

(19) Some cat owner loves everyone who loves themselves. 

Let's see how you did. (19) says that there is something, taken from 
among the cat owners, and that thing loves everyone who loves them- 
selves. Using a subscript and the predicates 'x is a cat owner' and 'x loves 
everyone who loves themselves', (19) becomes 

(1 9a) (3x) (, , . ,,, ,,,,,,(x loves everyone who loves themselves) 

Now we have to fashion transcriptions for the two complex English pred- 
icates used in (19a). Someone (or something) is a cat owner just in case 
there is a cat which they own: 

(19b) x is a cat owner: (3y)(Cy & Oxy) 

To say that x loves everyone who loves themselves is to say that x loves, 
not absolutely everyone, but everyone taken from among those that are, 
first of all people, and second, things which love themselves. So we want 
to say that x loves all y, where y is restricted to be a person, Py, and 
restricted to be a self-lover, Lyy: 

(19c) x loves everyone who loves themselves: (Vy)(,, B, ,,,,Lxy 

Putting the results of (19b) and (19c) into (19a), we get 

Discharging first the subscript of '(3x)' with an '&' and then the subscript 
of '(Vy)' with a '3, we get 

This looks like a lot of work, but as you practice, you will find that you 
can do more and more of this in your head and it will start to go quite 
quickly. 

I'm going to give you one more piece of advice on transcribing. Sup- 
pose you start with an English sentence and you have tried to transcribe 
it into logic. In many cases you can catch mistakes by transcribing your 

logic sentence back into English and comparing your retranscription with 
the original sentence. This check works best if you are fairly literal 
minded in retranscribing. Often the original and the retranscribed En- ' 
glish sentences will be worded differently. But look to see if they still seem 
to say the same thing. If not, you have almost certainly made a mistake in 
transcribing from English into logic. 

Here is an illustration. Suppose I have transcribed 

(20) If something is a cat, it is not a dog. 

To check, I transcribe back into English, getting 

(20b) There is something such that if it is a cat, then it is not a dog. 

Now compare (20b) with (20). To make (20b) true it is enough for there 
to be one thing which, if a cat, is not a dog. The truth of (20b) is consis- 
tent with there being a million cat-dogs. But (20) is not consistent with 
there being any cat-dogs. I conclude that (20a) is a wrong transcription. 
Having seen that (20) is stronger than (20a), I try 

Transcribing back into English this time gives me 

(20d) Everything which is a cat is not a dog. 

which does indeed seem to say what (20) says. This time I am confident 
that I have transcribed correctly. 

(Is (20) ambiguous in the same way that (5) was? I don't think so!) 
Here is another example. Suppose after some work I transcribe 

(21) Cats and dogs have tails. 

as 

(21a) (Vx)[(Cx & Dx) > (3y)TxyI 

To check, I transcribe back into English: 

(21b) Everything is such that if i t  is both a cat and a dog, then it has a tail. 

Obviously, something hasgone wrong, for nothing is both a cat and a 
dog. Clearly, (21) is not supposed to be a generalization about such imag- 
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inary cat-dogs. Having noticed this, I see that (21) is saying one thing 
about cats and then the same thing about dogs. Thus, without further 
work, I try the transcription 

T o  check (21c), I again transcribe back into English, getting 

(21d) If something is a cat, then it has a tail, and if something is a dog, 
then it has a tail. 

which is just a long-winded way of saying that all cats and dogs have 
tails-in other words, (21). With this check, 1 can be very confident that 
(2 1c) is a correct transcription. 

EXERCISES 

Use this transcription guide for exercises 4-7 and 4-8: 

a: Adam 
e: Eve 

Fx: x is furry 
Px: x is a person 

Ax: x is an animal Qx: x purrs 
Bx: x is blond Lxy: x loves y 
Cx: x is  a cat Sxy: x is a son of y 
Dx: x is  a dog Txy: x is a tail of y 

Oxy: xowns y 

4-7. Transcribe the following sentences into English: 

a) (3x)@y)(Px & Py & Sxy) 
b) -(3x)(Fk & Ax) 

C) -(Vx)[Qx 3 (Fx & Cx)] 

d)  (3x)[Qx & -(Fx & Cx)] 

e) (Vx)-[Fk & (Lxa & Lxe)] 

f)  (Vx)[Px 3 -(Lxa & Lxe)] 

g) (Vx)(Vy)[(Dx & Cy) 3 Lxyl 

h) (Vx)(Vy)[Dx 3 (Cy 3 Lxy)l 

i) (3x)[Fk & (3y)(3z)(Py & Szy & Lxz)] 

j) (3x)[Px & (3y)(3z)(Pz & Syz & Lxz)] 

k) (Vx)([Bx & (3y)(Fy & Txy)] 3 (3z)(Cz & Txz)) 

I) (Vx)(@y)Sxy 3 [(3z)(Cz & Lxz) = (3z)(Dz & Lxz)]) 

4-8. Transcribe the following sentences into predicate logic. I have 
included some easy problems as a review of previous sections along 
with some real brain twisters. I have marked the sentences which 

seem to me clearly ambiguous, and you should give different tran- 
scriptions for these showing the different ways of understanding the 
English. Do you think any of the sentences I haven't marked are also 
ambiguous? You should have fun arguing out your intuitions about 
ambiguous cases with your classmates and instructor. 

All furry cats purr. 

Any furry cat purrs. 

No furry cats purr. 

None of the furry cats purr. 

None but the furry cats purr. (Ambiguous?) 

Some furry cats purr. 

Some furry cats do not purr. 

Some cats and dogs love Adam. 

Except for the furry ones, all cats purr. 

Not all furry cats purr. 

If a cat is fumy, it purrs. 

A fumy cat purrs. (Ambiguous) 

Only furry cats purr. 

Adam is not a dog or a cat. 

Someone is a son. 

Some sons are blond. 

Adam loves a blond cat, and Eve loves one too. 

Adam loves a blond cat and so does Eve. (Ambiguous) 

Eve does not love everyone. 

Some but not all cats are furry. 

Cats love neither Adam nor Eve. 

Something furry loves Eve. 

Only people love someone. 

Some people have sons. 

Any son of Adam is a son of Eve. 

Adam is a son and everybody loves him. 

No animal is furry, but some have tails. 

Any fumy animal has a tail. 

No one has a son. 

Not everyone has a son. 

Some blonds love Eve, some do not. 

Adam loves any furry cat. 

All blonds who love themselves love Eve. 

Eve loves someone who loves themself. 

Anyone who loves no cats loves no dogs. 

Cats love Eve if they love anyone. (Ambiguous) 

If anyone has a son, Eve loves Adam. (Ambiguous) 

If anyone has a son, that person loves Adam. 



Anyone who has a son loves Eve. 

If someone has a son, Adam loves Eve. 

If someone has a son, that person loves Adam. 

Someone who has a son loves Adam. (Ambiguous) 

All the cats with sons, except the furry ones, love Eve. 

Anyone who loves a cat loves an animal. 

Anyone who loves a person loves no animal. 

Adam has a son who is not furry. 

If Adam's son has a furry son, so does Adam. 

A son of Adam is a son of Eve. (Ambiguous) 

If the only people who love Eve are blond, then nobody loves 
Eve. 

No one loves anyone. (Ambiguous) 

No one loves someone. (Ambiguous) 

Everyone loves no one. 

Everyone doesn't love everyone. (Ambiguous!) 

Nobody loves nobody. (Ambiguous?) 

Except for the furry ones, every animal loves Adam. 

Everyone loves a lover. (Ambiguous) 

None but those blonds who love Adam own cats and dogs. 

No one who loves no son of Adam loves no son of Eve. 

Only owners of dogs with tails own cats which do not love 
Adam. 

None of Adam's sons are owners of furry animals with no tails. 

Anyone who loves nothing without a tail owns nothing which is 
loved by an animal. 

Only those who love neither Adam nor Eve are sons of those 
who own none of the animals without tails. 

Anyone who loves all who Eve loves loves someone who is loved 
by all who love Eve. 

4-9. Transcribe the following sentences into predicate logic, making 

u p  your own transcription guide for each sentence. Be sure to show 

as much of the logical form as possible. 

No one likes Professor Snarf. 

Any dog can hear better than any person. 

Neither all Republicans nor all Democrats are honest. 

Some movie stars are better looking than others. 

None of the students who read A Modem Formal Logic Primer 
failed the logic course. 

Only people who eat carrots can see well in the dark. 

Not only people who eat carrots can see as well as people who eat 
strawberries. 

Peter likes all movies except for scary ones. 

Some large members of the cat family can run faster than any 
horse. 

Not all people with red hair are more temperamental than those 
with blond hair. 

Some penny on the table was minted before any dime on the 
table. 

No pickle tastes better than any strawberry. 

John is not as tall as anyone on the basketball team. 

None of the pumpkins at Smith's fruit stand are as large as any 
of those on MacGreggor's farm. 

Professors who don't prepare their lectures confuse their stu- 
dents. 

Professor Snarf either teaches Larry or teaches someone who 
teaches Larry. 

Not only logic teachers teach students at Up State U. 

Anyone who lives in Boston likes clams more than anyone who 
lives in Denver. (Ambiguous) 

Except for garage mechanics who fix cars, no one has greasy 
pants. 

Only movies shown on channel 32 are older than movies shown 
on channel 42. 

No logic text explains logic as well as some professors do. 

The people who eat, drink, and are merry are more fun than 
those who neither smile nor laugh. 

CHAPTER SUMMARY EXERCISES 

I n  reviewing this chapter make a short summary of the following to 

ensure your grasp of these ideas: 

Restricted Quantifiers 

Rule -V, 

Rule -3, 

Transcription Guide 

Words that generally transcribe with a universal quantifier 

Word that generally transcribe with an existential quantifier 

Negative Quantifier Words 

Ambiguity 

Give a summary of important transcription strategies 
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Natural Deduction 
for Predicate Logic 

Fundamentals 

5-1. REVIEW AND OVERVIEW 

Let's get back to the problem of demonstrating argument validity. You 
know how to construct derivations which demonstrate the validity of valid 
sentence logic arguments. Now that you have a basic understanding of 
quantified sentences and what they mean, you are ready to extend the 
system of sentence logic derivations to deal with quantified sentences. 

Let's start with a short review of the fundamental concepts of natural 
deduction: To say that an argument is valid is to say that in every possible 
case in which the premises are true, the conclusion is true also. The nat- 
ural deduction technique works by applying truth preserving rules. That 
is, we use rules which, when applied to one or two sentences, license us to 
draw certain conclusions. The rules are constructed so that in any case in 
which the first sentence or sentences are true, the conclusion drawn is 
guaranteed to be true also. Certain rules apply, not to sentences, but to 
subderivations. In the case of these rules, a conclusion which they license 
is guaranteed to be true if all the sentences reiterated into the subderiva- 
tion are true. 

A derivation begins with no premises or one or more premises. It may 
include subderivations, and any subderivation may itself include a subder- 
ivation. A new sentence, or conclusion, may be added to a derivation if 
one of the rules of inference licenses us to draw the conclusion from pre- 
vious premises, assumptions, conclusions, or subderivations. Because 

these rules are truth preserving, if the original premises are true in a case, 
the first conclusion drawn will be true in that case also. And if this first 
conclusion is true, then so will the next. And so on. Thus, altogether, in - 
any case in which the premises are all true, the final conclusion will be 
true. 

The only further thing you need to remember to be able to write sen- 
tence logic derivations are the rules themselves. If you are feeling rusty, 
please refresh your memory by glancing at the inside front cover, and 
review chapters 5 and 7 of Volume I, if you need to. 

Now we are ready to extend our system of natural deduction for sen- 
tence logic to the quantified sentences of predicate logic. Everything you 
have already learned will still apply without change. Indeed, the only fun- 
damental conceptual change is that we now must think in terms of an 
expanded idea of what constitutes a case. For sentence logic derivations, 
truth preserving rules guarantee that if the premises are true for an as- 
signment of truth values to sentence letters, then conclusions drawn will 
be true for the same assignment. In predicate logic we use the same over- 
all idea, except that for a "case" we use the more general idea of an inter- 
pretation instead of an assignment of truth values to sentence letters. 
Now we must say that if the premises are true in an interpretation, the 
conclusions drawn will be true in the same interpretation. 

Since interpretations include assignment of truth values to any sentence 
letters that might occur in a sentence, everything from sentence logic ap- 
plies as before. But our thinking for quantified sentences now has to ex- 
tend to include the idea of interpretations as representations of the case 
in which quantified sentences have a truth value. 

You will remember each of our new rules more easily if you understand 
why they work. You should understand why they are truth preserving by 
thinking in terms of interpretations. That is, you should try to understand 
why, if the premises are true in a given interpretation, the conclusion 
licensed by the rule will inevitably also be true in that interpretation. 

Predicate logic adds two new connectives to sentence logic: the univer- 
sal and existential quantifiers. So we will have four new rules, an intro- 
duction and elimination rule for each quantifier. Two of these rules are 
easy and two are hard. Yes, you guessed it! I'm going to introduce the 
easy rules first. 

5-2. THE UNIVERSAL ELIMINATION RULE 

Consider the argument 

~vetyone is blond. - (Vx)Bx 

Adam is blond. Ba 
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Intuitively, if everyone is blond, this must include Adam. So if the prem- 
ise is true, the conclusion is going to have to be true also. In terms of 
interpretations, let's consider any interpretation you like which is an inter- 
pretation of the argument's sentences and in which the premise, '(Vx)Bxl, 
is true. The definition of truth of a universally quantified sentence tells 
us that '(Vx)Bxl is true in an interpretation just in case all of its substitu- 
tion instances are true in the interpretation. Observe that 'Ba' is a substi- 
tution instance of '(Vx)Bx'. So in our arbitrarily chosen interpretation in 
which '(Vx)Bx' is true, 'Ba' will be true also. Since 'Ba' is true in any inter- 
pretation in which '(Vx)Bx' is true, the argument is valid. 

(In this and succeeding chapters I am going to pass over the distinction 
between someone and something, as this complication is irrelevant to the 
material we now need to learn. I could give examples of things instead of 
people, but that makes learning very dull.) 

The reasoning works perfectly generally: 

Universal Elimination Rub: If X is a universally quantified sentence, then 
you are licensed to conclude any of its substitution instances below it. Ex- 
pressed with a diagram, for any name, s, and any variable, u, 

Remember what the box and the circle mean: If on a derivation you en- 
counter something with the form of what you find in the box, the rule 
licenses you to conclude something of the form of what you find in the 
circle. 

Here is another example: 

Everyone loves Eve. Wx)Lxe 1 1 W X ) L X ~  P 

Adam loves Eve. Lae 2 1 Lae 1,  VE 

In forming the substitution instance of a universally quantified sen- 
tence, you must be careful always to put the same name everywhere for 
the substituted variable. Substituting 'a' for 'x' in '(Vx)Lxx', we get 'Laa', 
not 'Lxa'. Also, be sure that you substitute your name only for the occur- 
rences of the variable which are free after deleting the initial quantifier. 
Using the name 'a' again, the substitution instance of '(Vx)(Bx 3 (Vx)Lxe)' 
is'Ba 3 (Vx)Lxe'. The occurrence of 'x' in 'Lxe' is bound by the second 

'(Vx)', and so is still bound after we drop the first '(Vx)'. If you don't 
understand this example, you need to review bound and free variables 
and substitution instances, discussed in chapter 3. 

When you feel confident that you understand the last example, look at 
one more: 

Wx)(Gx 3 Kx) 
Gf 

W$KX 3 Kx) P 
P 

K f 3 Gf 3 Kf 1 ,  VE 
4 Kf 2, 3, 3 E  

EXERCISES 

5-1. Provide derivations which demonstrate the validity of these ar- 
guments. Remember to work from the conclusion backward, seeing 
what you will need to get your final conclusions, as well as from the 
premises forward. In problem (d) be sure you recognize that the 
premise is a universal quantification of a conditional, while the con- 
clusion is the very different conditional with a universally quantified 
antecedent. 

g) (Vx)(Lxx 3 Lxh) h)  (Vx)(Rxx v Rxk) 
-Lmh Wy)-Ryk 

-(Vx)Lxx Rcc & Rff 

5-3. THE EXISTENTIAL INTRODUCTION RULE 

Consider the argument 

Adam is blond. Ba - 
Someone is blond. (3x)Bx 
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Intuitively, this argument is valid. If Adam is blond, there is no help for 
it: Someone is blond. Thinking in terms of interpretations, we see that 
this argument is valid according to our new way of making the idea of 
validity precise. Remember how we defined the truth of an existentially 
quantified sentence in an interpretation: '(3x)Bx' is true in an interpreta- 
tion if and only if at least one of its substitution instances is true in the 
interpretation. But 'Ba' is a substitution instance of '(3x)Bx'. So, in any 
interpretation in which 'Ba' is true, '(3x)Bx' is true also, which is just what 
we mean by saying that the argument "Ba. Therefore (3x)Bx." is valid. 

You can probably see the form of reasoning which is at play here: From 
a sentence with a name we can infer what we will call an Existential Gen- 

eralization of that sentence. '(3x)Bx' is an existential generalization of 'Ba'. 
We do have to be a little careful in making this notion precise because we 
can get tripped up again by problems with free and bound variables. 
What would you say is a correct existential generalization of '(Vx)Lax'? In 
English: If Adam loves everyone, then we know that someone loves ev- 
eryone. But we have to use two different variables to transcribe 'Someone 
loves everyone': '(3y)(Vx)Lyx'. If I start with '(Vx)Lax', and replace the 'a' 
with 'x', my new occurrence of 'x' is bound by that universal quantifier. I 
will have failed to generalize existentialIy on 'a'. 

Here is another example for you to try: Existentially generalize 

(i) Ba 3 (Vx) Lax 

2 3 45 

If I drop the 'a' at 2 and 4, write in 'x', and preface the whole with '(3x)', 
I get 

(ii) (3x)(Bx 3 (Vx)Lxx) Wrong 

1 2  3 4 5  

The 'x' at 4, which replaced one of the 'a's, is bound by the universally 
quantified 'x' at 3, not by the existentially quantified 'x' at 1, as we intend 
in forming an existential generalization. We have to use a new variable. 
A correct existential generalization of 'Ba 3 (Vx)Lax' is 

as are 

and 

Here is how you should think about this problem: Starting with a closed 
sentence, (. . . s . . .), which uses a name, s, take out one or more of the 
occurrences of the name s. For example, take out the 'a' at 4 in (i). Then 
look to see if the vacated spot is already in the scope of one (or more) 
quantifiers. In (i) to (v), the place marked by 4 is in the scope of the '(Vx)' 
at 3. So you can't use 'x'. You must perform your existential generaliza- 
tion with some variable which is not already bound at the places at which 
you replace the name. After taking out one or more occurrences of the 
name, s, in (. . . s . . . ), replace the vacated spots with a variable (the 
same variable at each spot) which is not bound by some quantifier already 
in the sentence. 

Continuing our example, at this point you will have turned (i) into 

(vi) Ba 3 (Vx)Lya 

You will have something of the form (. . . u . . .) in which u is free: 'y' is 
free in (vi). At this point you must have an open sentence. Now, at last, 
you can apply your existential quantifier to the resulting open sentence to 
get the closed sentence (3u)(. . . u . . .). 

To summarize more compactly: 

(3u)(. . . u . . .) is an Existential Generalimeion of (. . . s . . .) with respect 
to the name s if and only if (3u)(. . . u . . .) results from (. . . s . . .) by 

a) Deleting any number of occurrences of s in (. . . s . . .), 
b) Replacing these occurrences with a variable, u, which is free at these 

occurrences, and 

c) Applying (3u) to the result. 

(In practice you should read (a) in this definition as "Deleting one or 
more occurrences of s in (. . . s . . .)." I have expressed (a) with "any 
number of '  so that it will correctly treat the odd case of vacuous quanti- 
fiers, which in practice you will not need to worry about. But if you are 
interested, you can figure out what is going on by studying exercise 3-3.) 

It has taken quite a few words to set this matter straight, but once you 
see the point you will no longer need the words. 

With the idea of an existential generalization, we can accurately state 
the rule for existential introduction: 

Existential Introduction R d :  From any sentence, X, you are licensed to con- 
clude any existential generalization of X anywhere below. Expressed with a 
diagram, 
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-1 
Where (3u)(. . . u . . .) 
is an existential 
generalization 1 b ~ .  . . u . . .0 31 of (. . . . . .). 

Let's look at a new example, complicated only by the feature that it 
involves a second name which occurs in both the premise and the conclu- 
sion: 

Adam loves Eve. Lae 

Adam loves someone. (3x)Lax 

'(3x)Lax' is an existential generalizaton of 'Lae'. So 31 applies to make the 
following a correct derivation: 

1 I Lae P 

T o  make sure you have the hang of rule 31, we'll do one more exam- 
ple. Notice that in this example, the second premise has an atomic sen- 
tence letter as its consequent. Remember that predicate logic is perfectly 
free to use atomic sentence letters as components in building up sen- 
tences. 

In line 4 I applied 3 E  to lines 2 and 3. 3 E  applies here in exactly the 
same way as it did in sentence logic. In particular 3 E  and the other sen- 
tence logic rules apply to sentences the components of which may be 
quantified sentences as well as sentence logic sentences. 

Now let's try an example which applies both our new rules: 

In addition to illustrating both new rules working together, this exam- 
ple illustrates something else we have not yet seen. In past examples, 
when I applied VE I instantiated a universally quantified sentence with a 

name which already occurred somewhere in the argument. In this case 
no name occurs in the argument. But if a universally quantified sentence 
is true in an interpretation, all of its substitution instances must be true in - 
the interpretation. And every interpretation must have at least one object 
in it. So a universally quantified sentence must always have at least one 
substitution instance true in an interpretation. Since a universally quanti- 
fied sentence always has at least one substitution instance, I can introduce 
a name into the situation with which to write that substitution instance, if 
no name already occurs. 

To put the point another way, because every interpretation always has 
at least one object in it, I can always introduce a name to refer to some 
object in an interpretation and then use this name to form my substitution 
instance of the universally quantified sentence. 

Good. Let's try yet another example: 

Notice that although the rules permit me to apply 31 to line 2, doing so 
would not have gotten me anywhere. To see how I came up with this 
derivation, look at the final conclusion. You know that it is an existentially 
quantified sentence, and you know that 31 permits you to derive such a 
sentence from an instance, such as 'Md'. So you must ask yourself: Can I 
derive such an instance from the premises? Yes, because the first premise 
says about everything that if it is C, then it is M. And the second premise 
says that d, in particular, is C. So applying VE to 1 you can get 3, which, 
together with 2, gives 4 by 3E.  

5-2. Provide derivations which demonstrate the validity of the fol- 
lowing arguments: 

4 Na b) Wx)(Kx & Px) C) (VxNHx 3 -Dx) 

(3x)(Nx v Gx) (3x)Kx & (3x)Px Df3 
(3x1-Hx 

d) (Vx)Ax & (Vx)Txd e) Fa v Nh f (vx)(Sx v Jx) 

(3x)(Ax & Txd) (3x)Fx v (3x)Nx (3x)Sx v (3x)Jx 
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I R) (3x)Rxa 3 (Vx)Rax h) Lae v Lea i )  (3x)Jx 3 Q 

I - 

Rea (3x)Lax 3 A ~ ) O J x  

(3x)Rax (3x)Lxa 3 A 
Q 

j) (Vx)(Max v Mex) k) Wx)(Kxx = Px) I )  (Vx)(-Oxx v Ix) 
-(3x)Max v Bg Wx)[Kjx & (Px 3 Sx)l Wx)(lx 3 Rxm) 
-(3x)Mex v Bg (3x)Sx Wx)Oxx 3 (3x)Rxm 

(3x)Bx 

!+I. THE EXISTENTIAL ELIMINATION AND UNIVERSAL 

INTRODUCTION RULES: BACKGROUND IN INFORMAL 

ARGUMENT 

Now let's go to work on the two harder rules. To understand these rules, 
it is especially important to see how they are motivated. Let us begin by 
looking at some examples of informal deductive arguments which present 
the kind of reasoning which our new rules will make exact. Let's start with 
this argument: 

Everyone likes either rock music or countrylwestern. 
Someone does not like rock. 

Someone likes countrylwestern. 

Perhaps this example is not quite as trivial as our previous examples. 
How can we see that the conclusion follows from the premises? We com- 
monly argue in the following way. We are given the premise that someone 
does not like rock. To facilitate our argument, let us suppose that this 
person (or one of them if there are more than one) is called Doe. (Since 
I don't know this person's name, I'm using 'Doe' as the police do when 
they book a man with an unknown name as 'John Doe.') Now, since ac- 
cording to the first premise, everyone likes either rock or countrylwest- 
ern, this must be true, in particular, of Doe. That is, either Doe likes rock, 
or he or  she likes countrylwestern. But we had already agreed that Doe 
does not like rock. So Doe must like countrylwestern. Finally, since Doe 
likes countrylwestern, we see that someone likes countrylwestern. But that 
was just the conclusion we were trying to derive. 

What you need to focus on in this example is how I used the name 
'Doe'. The second premise gives me the assumption that someone does 
not like rock. So that I can talk about this someone, I give him or her a 
name: 'Doe'. I don't know anything more that applies to just this person, 

but I do have a fact, the first premise, which applies to everyone. So I can 
use this fact in arguing about Doe, even though I really don't know who 
Doe is. I use this general fact to conclude that Doe, whoever he or she' 
might be, does like countrylwestern. Finally, before I am done, I acknowl- , 
edge that I really don't know who Doe is, in essence by saying: Whoever 
this person Doe might be, I know that he or she likes countrylwestern. 
That is, what I really can conclude is that there is someone who likes 
countrylwestern. 

Now let's compare this argument with another: 

(1 ) Everyone either likes rock or countrylwestern. 
(2) Anyone who likes countrylwestern likes soft music. 

(3) Anyone who doesn't like rock likes soft music. 

This time I have deliberately chosen an example which might not be com- 
pletely obvious so that you can see the pattern of reasoning doing its 
work. 

The two premises say something about absolutely everyone. But it's 
hard to argue about 'everyone1. So let us think of an arbitrary example of 
a person, named 'Arb', to whom these premises will then apply. My strat- 
egy is to carry the argument forward in application to this arbitrarily cho- 
sen individual. I have made up the name 'Arb' to emphasize the fact that 
I have chosen this person (and likewise the name) perfectly arbitrarily. 
We could just as well have chosen any person named by any name. 

To begin the argument, the first premise tells us that 

(4) Either Arb likes rock, or Arb likes countrylwestern. 

The second premise tells us that 

(5 )  If Arb does like countrylwestern, then Arb likes soft music. 

Now, let us make a further assumption about Arb: 

(6) (Further Assumption): Arb doesn't like rock. 

From (6) and (4), it follows that 

(7) Arb likes countrylwestern. 

And from (7) and ( 5 ) ,  it follows that 

(8) Arb likes soft music. 

Altogether we see that Arb's liking soft music, (8), follows from the fur- 
ther assumption, (6), with the help of the original premises (1) and (2) (as 
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applied through this application to Arb, in (4) and (5)). Consequently, 
from the original premises it follows that 

(9) If Arb doesn't like rock, then Arb likes soft music. 

All this is old hat. Now comes the new step. The whole argument to 
this point has been conducted in terms of the person, Arb. But Arb could 
have been anyone, or equally, we could have conducted the argument 
with the name of anyone at all. So the argument is perfectly general. 
What (9) says about Arb will be true of anyone. That is, we can legiti- 
mately conclude that 

(3) Anyone who doesn't like rock likes soft music. 

which is exactly the conclusion we were trying to reach. 
We have now seen two arguments which use "stand-in" names, that is, 

names that are somehow doing the work of "someone" or of "anyone". 
Insofar as both arguments use stand-in names, they seem to be similar. 
But they are importantly different, and understanding our new rules 
turns on understanding how the two arguments are different. In the sec- 
ond argument, Arb could be anyone-absolutely anyone at all. But in the 
first argument, Doe could not be anyone. Doe could only be the person, 
or one of the people, who does not like rock. 'Doe' is "partially arbitrary" 
because we are careful not to assume anything we don't know about Doe. 
But we do know that Doe is a rock hater and so is not just anyone at all. 
Arb, however, could have been anyone. 

We must be very careful not to conflate these two ways of using stand- 
in names in arguments. Watch what happens if you do conflate the ways: 

Someone does not like rock. 

Everyone does not like rock. 

The argument is just silly. But confusing the two functions of stand-in 
names could seem to legitimate the argument, if one were to argue as 
follows: Someone does not like rock. Let's call this person 'Arb'. So Arb 
does not like rock. But Arb could be anyone, so everyone does not like 
rock. In  such a simple case, no one is going to blunder in this way. But in 
more complicated arguments it can happen easily. 

To avoid this kind of mistake, we must find some way to clearly mark 
the difference between the two kinds of argument. I have tried to bring 
out the distinction by using one kind of stand-in name, 'Doe', when we 
are talking about the existence of some particular person, and another 
kind of stand-in name, 'Arb', when we are talking about absolutely any 
arbitrary individual. This device works well in explaining that a stand-in 
name can function in two very different ways. Unfortunately, we cannot 

incorporate this device in natural deduction in a straightforward way sim- 
ply by using two different kinds of names to do the two different jobs. 

Let me try to explain the problem. (You don't need to understand the . 
problem in detail right now; detailed understanding will come later. All 
you need at this point is just a glimmer of what the problem is.) At the 
beginning of a derivation a name can be arbitrary. But then we might 
start a subderivation in which the name occurs, and although arbitrary 
from the point of view of the outer derivation, the name might not be 
arbitrary from the point of view of the subderivation. This can happen 
because in the original derivation nothing special, such as hating rock, is 
assumed about the individual. But inside the subderivation we might 
make such a further assumption about the individual. While the further 
assumption is in effect, the name is not arbitrary, although it can be- 
come arbitrary again when we discharge the further assumption of the 
subderivation. In fact, exactly these things happened in our last example. 
If, while the further assumption (6) was in effect, I had tried to generalize 
on statements about Arb, saying that what was true of Arb was true of 
anyone, I could have drawn all sorts of crazy conclusions. Look back at 
the example and see if you can figure out for yourself what some of these 
conclusions might be. 

Natural deduction has the job of accurately representing valid reason- 
ing which uses stand-in names, but in a way which won't allow the sort of 
mistake or confusion I have been pointing out. Because the confusion can 
be subtle, the natural deduction rules are a little complicated. The better 
you understand what I have said in this section, the quicker you will grasp 
the natural deduction rules which set all this straight. 

( EXERCISES 

5-3. For each of the two different uses of stand-in names discussed 
in this section, give a valid argument of your own, expressed in Eng- 
lish, which illustrates the use. 

5-5. THE UNIVERSAL INTRODUCTION RULE 

Here is the intuitive idea for universal introduction, as I used this rule in 
the soft music example: If a name, as it occurs in a sentence, is completely 
arbitrary, you can Universally Generaliz on the name. This means that you 
rewrite the sentence with a variable written in for all occurrences of the 
arbitrary name, and you put a universal quantifier, written with the same 
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variable, in front. To  make this intuition exact, we have to say exactly 
when a name is arbitrary and what is involved in universal generalization. 
We must take special care because universal generalization differs impor- 
tantly from existential generalizaton. 

Let's tackle arbitrariness first. When does a name not occur arbitrarily? 
Certainly not if some assumption is made about (the object referred to 
by) the name. If some assumption is made using a name, then the name 
can't refer to absolutely anything. If a name occurs in a premise or as- 
sumption, the name can refer only to things which satisfy that premise or 
assumption. So a name does not occur arbitrarily when the name appears 
in a premise or an assumption, and it does not occur arbitrarily as long as 
such a premise or assumption is in effect. 

The soft music example shows these facts at work. I'll use 'Rx' for 'x 
likes rock.', 'Cx' for 'x likes countrytwestern.', and 'Sx' for 'x likes soft 
music.' Here are the formalized argument and derivation which I am 
going to use to explain these ideas: 

Wx)(Rx v Cx) 
Wx)(Cx 3 Sx) 

(Vx)(-Rx 3 Sx). 3  
4  

RavCa 3 , R  
5, 6, vE 

C a 3 S a  4 , R  
7, 8, 3 E  

-Ra 3 Sa 5-9, 31 

Pix)(-Rx 3 Sx) 10, VI 

Where does 'a' occur arbitrarily in this example? It occurs arbitrarily in 
lines 3 and 4, because at these lines no premise or assumption using 'a' is 
in effect. We say that these lines are Not Governed by any premise or as- 
sumption in which 'a' occurs. In lines 5 through 9, however, 'a' does not 
occur arbitrarily. Line 5 is an assumption using 'a'. In lines 5 through 9, 
the assumption of line 5 is in effect, so these lines are governed by the 
assumption of line 5. (We are going to need to say that a premise or 
assumption always governs itself.) In all these lines something special is 
being assumed about the thing named by 'a', namely, that it has the prop- 
erty named by '-R'. So in these lines the thing named by 'a' is not just 
any old thing. However, in line 10 we discharge the assumption of line 5. 
So in line 10 'a' again occurs arbitrarily. Line 10 is only governed by the 
premises 1 and 2, in which 'a' does not occur. Line 10 is not governed by 
the assumption of line 5. 

I am going to introduce a device to mark the arbitrary occurrences of 
a name. If a name occurs arbitrarily we will put a hat on it, so it looks like 
this: I. Marking all the arbitrary occurrences of 'a' in the last derivation ' 

makes the derivation look like this: 

1 (Vx)(Rx v Cx) P 
2 I Wx)(Cx 3 Sx) P 

Read through this copy of the derivation and make sure you understand 
why the hat occurs where it does and why it does not occur where it 
doesn't. If you have a question, reread the previous paragraph, remem- 
bering that a hat on a name just means that the name occurs arbitrarily 
at that place. 

I want to be sure that you do not misunderstand what the hat means. 
A name with a hat on it is not a new kind of name. A name is a name is 
a name, and two occurrences of the same name, one with and one without 
a hat, are two occurrences of the same name. A hat on a name is a kind 
of flag to remind us that at that point the name is occurring arbitrarily. 
Whether or not a name occurs arbitrarily is not really a fact just about the 
name. It is a fact about the relation of the name to the derivation in which 
it occurs. If, at an occurrence of a name, the name is governed by a prem- 
ise or assumption which uses the same name, the name does not occur 
there arbitrarily. It is not arbitrary there because the thing it refers to has 
to satisfy the premise or assumption. Only if a name is not governed by 
any premise or assumption using the same name is the name arbitrary, in 
which case we mark it by dressing it with a hat. 

Before continuing, let's summarize the discussion of arbitrary occur- 

rence with an exact statement: 

Suppose that a sentence, X, occurs in a derivation or subderivation. That 
occurrence of X is Governed by a premise or assumption, Y, if and only if Y 
is a premise or assumption of X's derivation, or of any outer derivation of 
X's derivation (an outer derivation, or outer-outer derivation, and so on). In 
particular, a premise or assumption is always governed by itself. 
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A name Occurs Arbitrarily in a sentence of a derivation if that occurrence of 
the sentence is not governed by any premise or assumption in which the 
name occurs. T o  help us remember, we mark an arbitrary occurrence of a 
name by writing it with a hat. 

The idea for the universal introduction rule was that we would Unwer- 

sally Generalize on a name that occurs arbitrarily. We have discussed arbi- 
trary occurrence. Now on to universal generalization. 

The idea of a universal generalization differs in one important respect 
from the idea of an existential generalization. To see the difference, you 
must be clear about what we want out of a generalization: We want a new 
quantified sentence which follows from a sentence with a name. 

For the existential quantifier, '(3x)Lxx', '(3x)Lax', and '(3x)Lxa' all fol- 
low from 'Laa'. From the fact that Adam loves himself, it follows that 
Adam loves someone, someone loves Adam, and someone loves themself. 

Now suppose that the name '8' occurs arbitrarily in 'L22'. We know that 
"Adam" loves himself, where Adam now could be just anybody at all. 
What universal fact follows? Only that '(Vx)Lxx', that everyone loves 
themself. It does not follow that '(Vx)LBx' or '(Vx)Lx2. That is, it does 
not follow that Adam loves everyone or everyone loves Adam. Even 
though 'Adam' occurs arbitrarily, '(Vx)LBxl and '(Vx)Lx2 make it sound 
as if someone ("Adam") loves everyone and as if someone ("Adam") is 
loved by everyone. These surely do not follow from 'LBB'. But 31 would 
license us to infer these sentences, respectively, from '(Vx)LBx' and from 
'(Vx)Lxf'. 

Worse, 2 is still arbitrary in '(Vx)L2x1. So if we could infer '(Vx)Llx' 
from 'LG',  we could then argue that in '(Vx)LBx', '5' could be anyone. We 
would then be able to infer '(Vy)(Vx)Lyxl, that everyone loves everyone! 
But from 'LA2 we should only be able to infer '(Vx)Lxx', that everyone 
loves themself, not '(Vy)(Vx)Lyx', that everyone loves everyone. 

We want to use the idea of existential and universal generalizations to 
express valid rules of inference. The last example shows that, to achieve 
this goal, we have to be a little careful with sentences in which the same 
name occurs more than once. If s occurs more than once in (. . . s . . .), 
we may form an existential generalization by generalizing on any number 
of the occurrences of s. But, to avoid the problem I have just described 
and to get a valid rule of inference, we must insist that a universal gen- 
eralization of (. . . s . . .), with respect to the name, s, must leave no 
instance of s in (. . . s . . .). 

In other respects the idea of universal generalization works just like 
existential generalization. In particular, we must carefully avoid the trap 
of trying to replace a name by a variable already bound by a quantifier. 
This idea works exactly as before, so I will proceed immediately to an 
exact statement: 

The sentence (Vu)(. . . u . . .) results by Universally Generalizing on the 
name s in (. . . s . . .) if and only if one obtains (Vu)(. . . u . . .) from 
(. . .s. . . ) b y  

a) Deleting all occurrences of s in (. . . s . . .), 
b) Replacing these occurrences with a variable, u, which is free at these 

occurrences, and 

c) Applying (Vu) to the result. 

(Vu)(. . . u . . .) is then said to be the Universal Generalization of (. . . s . . .) 
with Respect to the Name s. 

With these definitions, we are at last ready for an exact statement of 
the universal introduction rule: 

Universal Idroductim Rule: If a sentence, X, appears in a derivation, and if 

at the place where it appears a name, i, occurs arbitrarily in X, then you are 
licensed to conclude, anywhere below, the sentence which results by univer- 
sally generalizing on the name i in X. Expressed with a diagram: 

Where j occurs arbitrarily in (. . . . . .) and 

(Vu)(. . ;u . . .) is the univers?l generalization 
. 1 of (. . . s . . .) with respect to s. 

Let's look at two simple examples to illustrate what can go wrong if you 
do not follow the rule correctly. The first example is the one we used to 
illustrate the difference between existential and universal generalization: 

Everyone loves themself. 

Everyone loves Adam. 
(Invalid!) 

1 I (Vx)Lxx P 

2 [ L i i  1,VE 
3 (VX)LX$ Mistaken attempt to 

apply Vl to 2. 3 is not 
a universal generalization 
of 2. 

The second example will make sure you understand the requirement 
that VI applies only to an arbitrary occurrence of a name: 

Adam is blond. 

Everyone is blond. (Invalid!) 
to apply Vl to 1. 'a' is 

not arbitrary at 1. 
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The problem here is that the premise assumes something special about 
the thing referred to by 'a', that it has the property referred to by 'B'. We 
can universally generalize on a name-that is, apply V I - o n l y  when noth- 
ing special is assumed in this way, that is, when the name is arbitrary. You 
will see this even more clearly if you go back to our last formalization of 
the soft music example and see what sorts of crazy conclusions you could 
draw if you were to allow yourself to generalize on occurrences of names 
without hats. 

Let's consolidate our understanding of VI by working through one 
more example. Before reading on, try your own hand at providing a der- 
ivation for 

(Vx)(Lax & L x a )  

(Vx)(Lax = Lxa)  

If you don't see how to begin, use the same overall strategy we devel- 
oped in chapter 6 of volume 1. Write a skeleton derivation with its prem- 
ise and final conclusion and ask what you need in order to get the final, 
or target, conclusion. 

1 
? 

? 

(Vx)(Lax = Lxa) 

We could get our target conclusion by VI if we had a sentence of the 
form ' ~ a 6  = ~ 6 a ' .  Let's write that in to see if we can make headway in 
this manner: 

Wx)(Lax & Lxa) P 

1 ~ a 6  = ~ 6 a  
(Vx)(Lax = Lxa) VI 

'La6 = ~ 6 a '  is now our target conclusion. As a biconditional, our best 
bet is to get it by =I from 'Lab > Lba' and 'Lba > Lab'. (I didn't write 
hats on any names because, as I haven't written the sentences as part oE 
the derivation, I am not yet sure which sentences will govern these two 
conditionals.) The conditionals, in turn, I hope to get from two subderi- 
vations, one each starting from one of the antecedents of the two condi- 
tionals: 

~ 6 a  > ~ a 6  > I 
~ a 6  = ~ 6 a  =I 
&fx)(Lax = Lxa) V I  

Notice that 'b' gets a hat wherever it appears in the main derivation. 
There, 'b' is not governed by any assumption in which 'b' occurs. But 'b' 
occurs in the assumptions of both subderivations. So in the subderivations 
'b' gets no hat. Finally, 'a' occurs in the original premise. That by itself 
rules out putting a hat on 'a' anywhere in the whole derivation, which 
includes all of its subderivations. 

Back to the question of how we will fill in the subderivations. We need 
to derive 'Lba' in the first and 'Lab' in the second. Notice that if we apply 
VE to the premise, using 'b' to instantiate 'x', we get a conjunction with 
exactly the two new target sentences as conjuncts. We will be able to apply 
&E to the conjunction and then simply reiterate the conjuncts in the sub- 
derivations. Our completed derivation will look like this: 
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Once more, notice that 'b' gets a hat in lines 2, 3, and 4. In these lines 
no premise or assumption using 'b' is operative. But in lines 5, 6, 8, and 
9, 'b' gets no hat, even though exactly the same sentences appeared earlier 
(lines 3 and 4) with hats on 'b'. This is because when we move into the 
subderivations an assumption goes into effect which says something spe- 
cial about 'b'. So in the subderivations, off comes the hat. As soon as this 
special assumption about 'b' is discharged, and we move back out of the 
subderivation, no special assumption using 'b' is in effect, and the hat goes 
back on 'b'. 

You may well wonder why I bother with the hats in lines like 2, 3, 4, 7, 
and 10, on which I am never going to universally generalize. The point is 
that, so far as the rules go, I am permitted to universally generalize on 'b' 
in these lines. In this problem I don't bother, because applying VI to these 
lines will not help me get my target conclusion. But you need to develop 
awareness of just when the formal statement of the VI rule allows you to 
apply it. Hence you need to learn to mark those places at which the rule 
legitimately could apply. 

Students often have two more questions about hats. First, VI permits 
you to universally generalize on a name with a hat. But you can also apply 
31 to a name with a hat. Now that I have introduced the hats, the last 
example in section 5-3 should really look like this: 

If everyone loves themself, then Arb loves him or herself, whoever Arb 
may be. But then someone loves themself. When a name occurs arbitrar- 
ily, the name can refer to anything. But then it also refers to something.- 
You can apply either V I  or 31 to a hatted name. 

It is also easy to be puzzled by the fact that a name which is introduced 
in the assumption of a subderivation, and thus does not occur arbitrarily 
there, can occur arbitrarily after the assumption of the subderivation has 
been discharged. Consider this example: 

2, 31 1 i%@: (VxIQx 3, 1 4, R 3 E  

5, VE 

7 P i  3 Q i  2-6 ,  31 
8 (Vx)(Px 3 Qx) 7, VI  

In the subderivation something is assumed about 'a', namely, that it has 
the property P. So, from the point of view of the subderivation, 'a' is not 
arbitrary. As long as the assumption of the subderivation is in effect, 'a' 
cannot refer to just anything. It can only refer to something which is P. 
But after the subderivation's assumption has been discharged, 'a' is arbi- 
trary. Why? The rules tell us that 'a' is arbitrary in line 7 because line 7 is 
not governed by any premises or assumptions in which 'a' occurs. But to 
make this more intuitive, notice that I could have just as well constructed 
t h ~  sam: subderivation using the name 'b' instead of 'a', using >E to write 
'Pb > Qb' on line 7. Or I could have used 'c', 'd', or any other name. This 
is why 'a' is arbitrary in line 7. I could have arrived at a conditional in line 
7 using any name I liked instead of using 'a'. 

Some students get annoyed and frustrated by having to learn when to 
put a hat on a name and when to leave it off. But it's worth the effort to 
learn. Once you master the hat trick, VI is simple: You can apply VI 
whenever you have a name with a hat. Not otherwise. 

5-4. There is a mistake in the following derivation. Put on hats 
where they belong, and write in the justification for those steps 
which are justified. Identify and explain the mistake. 
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5-5. Provide derivations which establish the validity of the following 
arguments. Be sure you don't mix up sentences which are a quanti- 
fication of a sentence formed with a '&', a 'v', or a '3' with com- 
pounds formed with a '82, a 'v', or a '>', the components of which 
are quantified sentences. For example, '(Vx)(Px & Qa)' is a univer- 
sally quantified sentence to which you may apply VE. '(Vx)Px & Qa' 
is a conjunction to which you may apply &E but not VE. 

a) (vx)(Fx & Gx) b) (Vx)(Mx 3 Nx) c) A 

(Vx)Fx (tlx)Mx (Vx)(A v Nx)  

d) (Vx)Hx & (Vx)Qx e) (Vx)(Kxm & Kmx) f 

(V)o(Hx & Q x )  (Vx)Kxm & (Vx)Kmx 

) (Vx)(Fx v Gx) 
(Vx)(Fx 3 Gx) 

(Vx)Gx 

g) (Vx)-Px v C h) (Vx)(Rxb 3 Rax) i) (Vx)(Gxh 3 Gxm) 

(vx)(-Px v C) (Vx)Rxb 3 (Vx)Rax (Vx)(-Gxm 3 -Gxh) 

j) (vx)(Mx 3 Nx) k) T 3 (Vx)Mdx I) (Vx)(Hff 3 Lxx) 

(vx)(Nx ' O x )  (Vx)(T 3 Mdx) Hff > (Vx)Lxx 
(Vx)(Mx 3 Ox)  

t) -(Vx)Ux 3 -Kx) U) -(3x)Qx v H V) -(3x)Dx 

(3x)Ux & Kx) ( W - Q x  v H )  (Vx)(Dx 3 Kx) 

5 4 .  THE EXISTENTIAL ELIMINATION RULE 

VI and 3E are difficult rules. Many of you will have to work patiently - 
over this material a number of times before you understand them clearly. 
But if you have at least a fair understanding of VI, we can proceed to 3E 
because ultimately these two rules need to be understood together. 

Let's go back to the first example in section 5 4 :  Everyone likes either 
rock music or countrylwestern. Someone does not like rock. So someone 
likes countrylwestern. I will symbolize this as 

(Vx)(Rx v Cx) 
(3x)-Rx 

(3x)Cx 

In informally showing this argument's validity, I used 'Doe', which I will 
now write just as 'd', as a stand-in name for the unknown "someone" who 
does not like rock. But I must be careful in at least two respects: 

i )  I must not allow myself to apply V I  to the stand-in name, 'd'. Otherwise, 
I could argue from '(3x)-Rx' to '-Rd' to '(Vx)-Rx'. In short, I have to 
make sure that such a name never gets a hat. 

i i)  When I introduce the stand-in name, 'd', I must not be assuming any- 
thing else about the thing to which 'd' refers other than that '-R' is true 
of it. 

It's going to take a few paragraphs to explain how we will meet these 
two requirements. To  help you follow these paragraphs, I'll begin by writ- 
ing down our example's derivation, which you should not expect to un- 
derstand until you have read the explanation. Refer back to this example 
as you read: 

(Vx)(Rx v Cx) 
(3x)-Rx 

(3x)Cx 

Rd v C d  

I propose to argue from the premise, '(3x)-Rx', by using the stand-in 
name, 'd'. I will say about the thing named by 'd' what '(3x)-Rx' says 
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about "someone". But I must be sure that 'd' never gets a hat. How can I 
guarantee that? Well, names that occur in assumptions can't get hats any- 
where in the subderivation governed by the assumption. So we can guar- 
antee that 'd' won't get a hat by introducing it as an assumption of a 
subderivation and insisting that 'd' never occur outside that subderiva- 
tion. This is what I did in line 3. '-Rd' appears as the subderivation's 
assumption, and the 'd' written just to the left of the scope line signals the 
requirement that 'd' be an Isolated Name. That is to say, 'd' is isolated in 
the subderivation the scope line of which is marked with the 'd'. An iso- 
lated name may never appear outside its subderivation. 

Introducing 'd' in the assumption of a subderivation might seem a little 
strange. I encounter the sentence, '(3~)-Rx', on a derivation. I reason: 
Let's assume that this thing of which '-R' is true is called 'd', and let's 
record this assumption by starting a subderivation with '-Rd' as its as- 
sumption, and see what we can derive. Why could this seem strange? Be- 
cause if I already know '(3x)-Rx', no further assumption is involved in 
assuming that there is something of which '-R' is true. But, in a sense, I 
do  make a new assumption in assuming that this thing is called 'd'. It 
turns out that this sense of making a special assumption is just what we 
need. 

By making 'd' occur in the assumption of a subderivation, and insisting 
that 'd' be isolated, that it appear only in the subderivation, I guarantee 
that 'd' never gets a hat. But this move also accomplishes our other re- 
quirement: If 'd' occurs only in the subderivation, 'd' cannot occur in any 
outer premise or assumption. 

Now let's see how the overall strategy works. Look at the argument's 
subderivation, steps 3-7. You see that, with the help of reiterated premise 
1, from '-Rd' I have derived '(3x)Cx'. But neither 1 nor the conclusion 
'(3x)Cx' uses the name 'd'. Thus, in this subderivation, the fact that I used 
the name 'd' was immaterial. I could have used any other name not ap- 
pearing in the outer derivation. The real force of the assumption '-Rd' 
is that there exists something of which '-R' is true (there is someone 
who does not like rock). But that there exists something of which '-R' is 
true has already been gwen to me in line 2! Since the real force of the 
assumption of line 3 is that there exists something of which '-R' is true, 
and since I am already given this fact in line 2, I don't really need the 
assumption 3. I can discharge it. In other words, if I am given the truth 
of lines 1 and 2, I know that the conclusion of the subderivation, 7, must 
also be true, and I can enter 7 as a further conclusion of the outer deri- 
vation. 

It is essential, however, that 'd' not appear in line 7. If 'd' appeared in 
the final conclusion of the subderivation, then I would not be allowed to 
discharge the assumption and enter this final conclusion in the outer der- 
ivation. For if 'd' appeared in the subderivation's final conclusion, I would 

be relying, not just on the assumption that '-R' was true of something, 
but on the assumption that this thing was named by 'd'. 

The example's pattern of reasoning works perfectly generally. Here is 
how we make it precise: 

A name is Isolated in a Subderivation if it does not occur outside the subderi- 
vation. We mark the isolation of a name by writing the name at the top left 
of the scope line of its subderivation. In applying this definition, remember 
that a sub-sub-derivation of a subderivation counts as part of the subderi- 
vation. 

Existential Elimination Rule: Suppose a sentence of the form (3u)(. . . u. . .) 
appears in a derivation, as does a subderivation with assumption (. . . s . . .), 
a substitution instance of (3u)(. . . u . . .). Also suppose that s is isolated in 
this subderivation. If X is any of the subderivation's conclusions in which s 
does not occur, you are licensed to draw X as a further conclusion in the 
outer derivation, anywhere below the sentence (3u)(. . . u . . .) and below 
the subderivation. Expressed with a diagram: 

Where (. . . s . . .) is a 
substitution instance of 
(3u) (. . . u . . .) and s 
is isolated in the -r  'J- 

derivation. 

When you annotate your application of the 3E rule, cite the line number 
of the existentially quantified sentence and the inclusive line numbers of 
the subderivation to which you appeal in applying the rule. 

You should be absolutely clear about three facets of this rule. I will 
illustrate all three. 

Suppose the 3 E  rule has been applied, licensing the new conclusion, X, by 
appeal to a sentence of the form (3u)(. . . u . . .) and a subderivation be- 
ginning with assumption (. . . s . . .): 

1 )  s cannot occur in any premise or prior assumption governing the 
subderivation, 

2) s cannot occur in (3u)(. . . u . . .), and 

3) s cannot occur in X. 

All three restrictions are automatically enforced by requiring s to be 
isolated in the subderivation. (Make sure you understand why this is cor- 
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rect.) Some texts formulate the 3 E  rule by imposing these three require- 
ments separately instead of requiring that s be isolated. If you reach chap- 
ter 15, you will learn that these three restrictions are really all the work 
that the isolation requirement needs to do. But, since it is always easy to 
pick a name which is unique to a subderivation, I think it is easier simply 
to require that s be isolated in the subderivation. 

Let us see how things go wrong if we violate the isolation requirement 
in any of these three ways. For the first, consider: 

C a  1 
(3x)Bx - (Invalid!) 

f lx)(Cx & Bx) 3 A 

1,  R 
C a  & Ba 3, 4, & I  
(3x)(Cx & Bx) 5, 31 

(3x)(Cx & Bx) Mistaken attempt to ap- 
ply 3 E  to 2 and 3-6. 'a' 
occurs in premise 1 and 
is not isolated in the sub 
derivation. 

From the fact that someone is blond, it will never follow that everyone is 
blond. 

One more example will illustrate the point about a sub-sub-derivation 
being part of a subderivation. The following derivation is completely cor- 
rect: 

From the fact that Adam is clever and someone (it may well not be Adam) 
is blond, it does not follow that any one person is both clever and blond. 

Now let's see what happens if one violates the isolation requirement in 
the second way: 

Mistaken attempt to ap- 
ply 3 E  to 2 and 3 4 .  'a' 
occurs in 2 and is not 
isolated in the subderi- 
vation. 

From the fact that everyone loves someone, it certainly does not follow 
that someone loves themself. 

And, for violation of the isolation requirement in the third way: 

Mistaken attempt to 
apply 3E to 1 and 2-3. 
'a' occurs in 4 and is 
not isolated in the sub 
derivation. 

You might worry about this derivation: If 'd' is supposed to be isolated in 
subderivation 2, how can it legitimately get into sub-sub-derivation 3? 

A subderivation is always part of the derivation in which it occurs, and 
the same holds between a sub-sub-derivation and the subderivation in 
which it occurs. We have already encountered this fact in noting that the 
premises and assumptions of a derivation or subderivation always apply 
to the derivation's subderivations, its sub-sub-derivations, and so on. 
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Now apply this idea about parts to the occurrence of 'd' in sub-sub- 
derivation 3 above: When I say that a name is isolated in a subderivation 
I mean that the name can occur in the subderivation and all its parts, 
but the name cannot occur outside the subderivation. 

Here is another way to think about this issue: The 'd' at the scope line 
of the second derivation means that 'd' occurs to the right of the scope 
line and not to the left. But the scope line of subderivation 3 is not 
marked by any name. So the notation permits you to use 'd' to the right 
of this line also. 

I hope that you are now beginning to understand the rules for quanti- 
fiers. If your grasp still feels shaky, the best way to understand the rules 
better is to go back and forth between reading the explanations and prac- 
ticing with the problems. As you do so, try to keep in mind why the rules 
are supposed to work. Struggle to see why the rules are truth preserving. 
By striving to understand the rules, as opposed to merely learning them 
as cookbook recipes, you will learn them better, and you will also have 
more fun. 

EXERCISES 

5-6. There is one or more mistakes in the following derivation. 
Write the hats where they belong, justify the steps that can be justi- 
fied, and identify and explain the mistake, or mistakes. 

5-7. Provide derivations which establish the validity of the following 
arguments: 

k) (3x)(Px v Ox)  I) (ax)(-Mxt v Mtx) rn) (3x)Hxg v (3x)Nxf 
i v x i i ~ x  II KX) ( 3 x ) ( ~ t x  3 AXX) (VX) (HX~ 3 CX) 

(Vx)(Qx 3 Kx) ( 3 x ) ( - ~ x t  Wx)(Nxf 3 Cx) 

n) (Vx)[(Fx v Gx) 3 Lxx] o) (Vx)[Fx 3 (Rxa v Rax)] 
(3x)-Lxx (3x1-Rxa 

(3x)-Fx & (3x)-Gx (Vx)-Rax 3 (3x1-Fx 

S) (VX)(JXX 3 -JxO t) (3x)Px v Q a  u) A 3 (3x)Px 

-(3x)(lxx & JxO (Vx)-Px (3x)(A 3 Px) 
(3x)Qx 

5-8. Are you bothered by the fact that 3E requires use of a subder- 
ivation with an instance of the existentially quantified sentence as its 
assumption? Good news! Here is an alternate version of 3E which 
does not require starting a subderivation: 

Show that, in the presence of the other rules, this version is ex- 
changeable with the 3E rule given in the text. That is, show that the 
above is a derived rule if we start with the rules given in the text. 
And show that if we start with all the rules in the text except for 3E, 
and if we use the above rule for 3E, then the 3E of the text is a 
derived rule. 



CHAPTER SUMMARY EXERCISES 

Here is a list of important terms from this chapter. Explain them 
briefly and record your explanations in your notebook: 

a) Truth Preserving Rule of Inference 
b) Sound 

C) Complete 
d) Stand-in Name 

e) Govern 
f )  Arbitrary Occurrence 

g) Existential Generalization 
h) Universal Generalization 
i) Isolated Name 

j) Existential Introduction Rule 

k) Existential Elimination Rule 
I) Universal Introduction Rule 

m) Universal Elimination Rule 



More on Natural 
Deduction for Predicate 
Logic 

6-1. MULTIPLE QUANTIFICATION AND HARDER PROBLEMS 

In chapter 5 I wanted you to focus on understanding the basic rules for 
quantifiers. So there I avoided the complications that arise when we have 
sentences, such as '(Vx)(Vy)(Px & Py)', which stack one quantifier on top 
of another. Such sentences involve no new principles. It's just a matter of 
keeping track of the main connective. For example, '(Vx)(Vy)(Px & Qy)' is 
a universally quantified sentence, with '(Vx)' as the main connective. You 
practiced forming substitution instances of such sentences in chapter 3. 
The substitution instance of '(Vx)(Vy)(Px & Qy)' formed with 'a' (a sen- 
tence you could write when applying VE) is '(Vy)(Pa & Qy)'. 

You will see how to deal with such sentences most quickly by just 
looking at a few examples. So let's write a derivation to establish the 
validity of 
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In line 2 I applied VE by forming tlie substitution instance of 1 using the 
name 'a'. Then in line 3 I formed a substitution instance of the universally 
quantified line 2. 

Let's look at an example of multiple existential quantification. The basic 
ideas are the same. But observe that in order to treat the second existen- 
tial quantifier, we must start a sub-sub-derivation: 

In line 2 I wrote down '(3y)(Pa & Qy)', a substitution instance of line 1, 
formed with 'a', substituted for 'x', which is the variable in the main con- 
nective, '(3x)', of line 1. Since I plan to appeal to 3 E  in application to line 
1, I make '(3y)(Pa & Qy)' the assumption of a subderivation with 'a' an 
isolated name. I then do  the same thing with '(3y)(Pa & Qy)', but because 
this is again an existentially quantified sentence to which I will want 
to apply 3E, I must make my new substitution instance, 'Pa & Qb', 
the assumption of a sub-sub-derivation, this time with 'b' the isolated 
name. 

In the previous example, I would have been allowed to use 'a' for the 
second as well as the first substitution instance, since I was applying VE. 
But, in the present example, when setting up to use two applications of 
3E, I must use a new name in each assumption. To see why, let's review 
what conditions must be satisfied to correctly apply 3E to get line 9. I 
must have an existentially quantified sentence (line 2) and a subderivation 
(sub-sub-derivation 3), the assumption of which is a substitution instance 
of the existentially quantified sentence. Furthermore, the name used in 
forming the substitution instance must be isolated to the subderivation. 
Thus, in forming line 3 as a substitution instance of line 2, I can't use 'a'. 
I use the name 'b' instead. The 'a' following 'P' in line 3 does not violate 
the requirement. 'a' got into the picture when we formed line 2, the sub- 
stitution instance of line 1, and you will note that 'a' is indeed isolated to 
subderivation 2, as required, since sub-sub-derivation 3 is part of subder- 
ivation 2. 

Here's another way to see the point. I write line 3 as a substitution 
instance of line 2. Since I will want to apply 3E, the name I use must be 
isolated to subderivation 3. If I tried to use 'a' in forming the substitution 
instance of line 2, I would have had to put an 'a' (the "isolation flag") to 
the left of scope line 3. I would then immediately see that I had made a 
mistake. 'a' as an isolation flag means that 'a' can occur only to the right. 
But 'a' already occurs to the left, in line 2. Since I use 'b' as my new name 
in subderivation 3, I use 'b' as the isolation flag there. Then the 'a' in line 
3 causes no problem: All occurrences of 'a' are to the right of scope line 
2, which is the line flagged by 'a'. 

All this is not really as hard to keep track of as it might seem. The scope 
lines with the names written at the top to the left (the isolation flags) do 
all the work for you. 'a' can only appear to the right of the scope line on 
which it occurs as an isolation flag. 'b' can only occur to the right of the 
scope line on which it occurs as an isolation flag. That's all you need to 
check. 

Make sure you clearly understand the last two examples before con- 
tinuing. They fully illustrate, in a simple setting, what you need to 
understand about applying the quantifier rules to multiply quantified sen- 
tences. 

. Once you have digested these examples, let's try a hard problem. The 

new example also differs from the last two in that it requires repeated 
use of a quantifier introduction rule instead of repeated use of a quanti- 
fier elimination rule. In reading over my derivation you might well be 
baffled as to how I figured out what to do at each step. Below the problem 
I explain the informal thinking I used in constructing this derivation, so 
that you will start to learn how to work such a problem for yourself. 
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My basic strategy is reductio, to assume the opposite of what I want to 
prove. From this I must get a contraction with the premise. The premise 
is a conditional, and a conditional is false only if its antecedent is true and 
its consequent is false. So I set out to contradict the original premise by 
deriving its antecedent and the negation of its consequent from my new 
assumption. 

T o  derive (Vx)Px (line lo), the premise's antecedent, I need to derive 
PS. I do this by assuming -Pa from which I derive line 7, which contra- 
dicts line 2. To  derive -(3x)Qx (line la), the negation of the premise's 
consequent, I assume (3x)Qx (line 1 l), and derive a contradiction, so that 
I can use -I. This proceeds by using 3E, as you can see in lines 11 to 16. 

Now it's your turn to try your hand at the following exercises. The 
problems start out with ones much easier than the last example-and 
gradually get harder! 

I EXERCISES 

6-1. Provide derivations to establish the validity of the following 
argument: 

(Vx)Lxx 
Note that the argument, is invalid. Prove that this argu- 

~Vx)~Vy)Lyx'  

ment is invalid by giving a counterexample to it (that is, an inter- 
pretation in which the premise is true and the conclusion is false). 
Explain why you can't get from (Vx)Lxx to (Vx)(vy)Lxy by using 
VE and VI as you can get from (3x)Lxx to (3x)(3y)Lxy by using 3E 
and 31. 

Note that the argument, (3x)(3y)Lxy, is invalid. Prove that this ar- 
(3x)Lxx . . 

gument is invalid by giving a counterexample to it. Explain why you 
can't get from (3x)(3y)Lxy to (3x)Lxx by using 3E and 31 as you 
can get from (Vx)(Vy)Lxy to (Vx)Lxx by using VE and VI. 

(Vy)(3x)Lxy 

Note that the converse argument, (vy)(3x)Lxy is invalid. Prove this 
(3x)(Vy)Lxy' 

I by providing a counterexample. 
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6-2. S O M E  DERIVED RULES 

Problem 5-7(q) posed a special difficulty: 

We would like to apply -I to derive -(3x)Fx. To do this, we need to get 
a contradiction in subderivation 2. But we can use the assumption of sub- 
derivation 2 only by using 3E, which requires starting subderivation 3, 
which uses 'a' as an isolated name. We do get a sentence and its negation 
in subderivation 3, but these sentences use the isolated name 'a', so that 
we are not allowed to use 3E to bring them out into subderivation 2 
where we need the contradiction. What can we do? 

We break this impasse by using the fact_that from a contradiction you 
can prove anything. Be sure you understand this general fact before we 
apply it to resolving our special problem. Suppose that in a derivation you 
have already derived X and -X. Let Y be any sentence you like. You can 
then derive Y: 

62. Some Derived Ruka 97 

We can use this general fact to resolve our difficulty in the following 
way. Since anything follows from the contradiction of 'Pa' and '-Pa', we 
can use this contradiction to derive a new contradiction, 'A &-A', which 
does not use the name 'a'. 3E then licenses us to write 'A &-A' in deri- 
vation 2 where we need the contradiction. 

To streamline our work, we will introduce several new derived rules. 
The first is the one I have just proved, that any sentence, Y, follows from 
a contradiction: 

Contradiction 

In practice, I will always use a standard contradiction, 'A & -A', for Y. I 
will also use a trivial reformulation of the rules -I and Rd expressed in 
terms of a conjunction of a sentence and its negation where up to now 
these rules have, strictly speaking, been expressed only in terms of a sen- 
tence and the negation of the sentence on separate lines: 

Negation Introduction Reductio 
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These derived rules enable us to deal efficiently with problem 5-7(q) 
and ones like it: 

Let's turn now to four more derived rules, ones which express the rules 
of logical equivalence, -V and -3, which we discussed in chapter 3. 
There we proved that they are correct rules of logical equivalence. For- 
mulated as derived rules, you have really done the work of proving them 
in problems 5 4 q )  and (r) and 5-7(q) and (r). To prove these rules, all 
you need do is to copy the derivations you provided for those problems, 
using an arbitrary open sentence (. . . u . . .), with the free variable u, 
instead of the special case with the open sentence 'Px' or 'Fx' with the free 
variable 'x'. 

Negated Quantifier Rules 

work hard and are ingenious, you can produce more elegant derivations 
without using the quantifier negation rules. In the following exercises, use 
the rules so that you have some practice with them. But in later exercises, ' 
be on the lookout for clever ways to produce derivations without the 
quantifier negation rules. Instructors who are particularly keen on their 
students learning to do derivations ingeniously may require you to do 
later problems without the quantifier negation rules. (These comments do 
not apply to the derived contradiction rule and derived forms of -I and 
RD rules. These rules iust save work which is invariably boring, so you - 
should use them whenever they will shorten your derivations.) 

EXERCISES 

-, . - .  
Wx)-Qx Wx)(Gx 3 Hx) 

-(3x)Hx ( ~ x ) ( ~ Y ) - L x Y  
-(3x)(Px = Qx)  

A word of caution in using these negated quantifier rules: Students 
often rush to apply them whenever they see the opportunity. In many 
cases you may more easily see how to get a correct derivation by using 
these rules than if you try to make do without the rules. But often, if you 

6-3. LOGICAL TRUTH, CONTRADICTIONS, INCONSISTENCY, 

AND LOGICAL EQUIVALENCE 

This section straightforwardly applies concepts you have already learned 
for sentence logic. We said that a sentence of sentence logic is a logical 
truth if and only if it is true in all cases, that is, if and only if it comes out 
true for all assignments of truth values to sentence letters. The concept 
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of logical truth is the same in predicate logic if we take our cases to be 
interpretations of a sentence: 

A closed predicate logic sentence is a Logical Truth if and only if it is true in 
all its interpretations. 

Proof of logical truth also works just as it did for sentence logic, as we 
discussed in section 7-3 of Volume I. A derivation with no premises 
shows all its conclusions to be true in all cases (all assignments of truth 
values to sentence letters in sentence logic, all interpretations in predicate 
logic). A brief reminder of the reason: If we have a derivation with no 
premises we can always tack on unused premises at the beginning of the 
derivation. But any case which makes the premises of a derivation true 
makes all the derivation's conclusions true. For any case you like, tack on 
a premise in which that case is true. Then the derivation's conclusions will 
be true in that case also: 

A derivation with no premises shows all its conclusions to be logical truths. 

Contradictions in predicate logic also follow the same story as in sen- 
tence logic. The whole discussion is the same as for logical truth, except 
that we replace "true" with "false": 

A closed predicate logic sentence is a Contradiction if and only if it is false in 
all its interpretations. 

To  demonstrate a sentence, X, to be a contradiction, demonstrate its nega- 
tion, -X, to be a logical truth. That is, construct a derivation with no prem- 
ises, with -X as the final conclusion. 

If you did exercise 7-5 (in volume I), you learned an alternative test 
for contradictions, which also works in exactly the same way in predicate 
logic: 

A derivation with a sentence, X, as its only premise and two sentences, Y 
and -Y, as conclusions shows X to be a contradiction. 

Exercise 7-8 (volume I) dealt with the concept of inconsistency. Once 
more, the idea carries directly over to predicate logic. I state it here, to- 
gether with several related ideas which are important in more advanced 
work in logic: 

A colle&on of closed predicate logic sentences is Consistent if there is at least 
one interpretation which makes all of them true. Such an interpretation is 
called a Model for the consistent collection of sentences. If there is no inter- 

pretation which makes all of the sentences in the collection true (if there is 
no model), the collection is Inconsistent. 

A finite collection of sentences is inconsistent if and only if their conjunction' 
is a contradiction. 

To demonstrate that a finite collection of sentences is inconsistent, demon- 
strate their conjunction to be a contradiction. Equivalently, provide a deri- 
vation with all of the sentences in the collection as premises and a contradic- 
tion as the final conclusion. 

Finally, in predicate logic, the idea of logical equivalence of closed sen- 
tences works just as it did in sentence logic. We have already discussed 
this in section 3 4 :  

Two closed predicate logic sentences are Logicoly E p i v a l a t  if and only if in 
each of their interpretations the two sentences are either both true or both 
false. 

Exercise 4-3 (volume I) provides the key to showing logical equiva- 
lence, as you already saw if you did exercise 7-9 (volume I). Two sen- 
tences are logically equivalent if in any interpretation in which the first is 
true the second is true, and in any interpretation in which the second is 
true the first is true. (Be sure you understand why this characterization 
comes to the same thing as the definition of logical equivalence I just 
gave.) Consequently 

To demonstrate that two sentences, X and Y, are logically equivalent, show 
that the two arguments, "X. Therefore Y." and "Y. Therefore X." are both 
valid. That is, provide two derivations, one with X as premise and Y as final 
conclusion and one with Y as premise and X as final conclusion. 

6-3. Provide derivations which show that the following sentences are 
logical truths: 
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6-4. Provide derivations which show that the following sentences are 
contradictions: 

6-5. Provide derivations which show that the following collections of 
sentences are inconsistent: 

6-6. a) List the pairs of sentences which are shown to be logically 
equivalent by the examples in this chapter and any of the derivations 
in exercises 6-1 and 6-8. 

b) Write derivations which show the following three arguments to 
be valid. (You will see in the next part of this exercise that there is a 
point to your doing these trivial derivations.) 

C) Note that the three derivations you provided in your answer to 
(b) are essentially the same. From the point of view of these deriva- 
tions, 'Rxa' and 'Rxx' are both open sentences which we could have 
just as well have written as P(u), an arbitrary (perhaps very complex) 
open sentence with u as its only free variable. In many of the prob- 
lems in 5-5 and 5-7, I threw in names and repeated variables which 
played no real role in the problem, just as in the first two derivations 
in (b) above. (I did so to keep you on your toes in applying the new 
rules.) Find the problems which, when recast in the manner illus- 
trated in (b) above, do the work of proving the following logical 
equivalences. Here, P(u) and Q(u) are arbitrary open sentences with 
u as their only free variable. A is an arbitrary closed sentence. 

(Vu)(P(u) & Q(u)) is logically equivalent to (Vu)P(u) & (Vu)Q(u) 
(3u)(P(u) v Q(u)) is logically equivalent to (3u)P(u) v (3u)Q(u) 

A > (Vu)P(u) is logically equivalent to (Vu)(A > P(u)) 
A 3 (3u)P(u) is logically equivalent to (3u)(A > P(u)) 
(Vu)P(u) 3 A is logically equivalent to (3u)(P(u) > A) 
(3u)P(u) 3 A is logically equivalent to (Vu)(P(u) > A) 

d) Prove, by providing a counterexample, that the following two 
pairs of sentences are not logically equivalent. (A counterexample is 
an interpretation in which one of the two sentences is true and the 
other is false.) 

(Vx)(Px v Qx) is not logically equivalent to (Vx)Px v (Vx)Qx 

(3x)(Px & Qx) is not logically equivalent to (3x)Px & (3x)Qx 

e) Complete the work done in 6-l(c) and (d) to show that the fol- 
lowing pairs of sentences are logically equivalent. (R is an arbitrary 
open sentence with u and v as its only two free variables.) 

(Vu)(Vv)R(u, v) is logically equivalent to (Vv)(Vu)R(u, v) 
(3u)(3v)R(u, v) is logically equivalent to (3v)(3u)R(u, v) 

6-7. Here are some harder arguments to prove valid by providing 
derivations. In some cases it is easier to find solutions by using the 
derived rules for negated quantifiers. But in every case you should 
look for elegant solutions which do not use these rules. 

(Vx)[(3y)(Lxy v Lyx) > Lxx] (Everyone who loves or is loved by 

(~X)@Y)LXY someone loves themself. Someone 
loves someone. Therefore, someone 

(3x)Lxx loves themself.) 

(Vx)(Vy)[(3z)Lyz 3 Lxy] (Everyone loves a lover. Someone loves 
( ~ x ) ( ~ Y ) L x Y  someone. Therefore, everyone loves 

everyone.) 
(Vx)(Vy)Lxy 
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(Everyone who loves 
someone loves someone who 
loves everyone. Someone 
loves someone. Therefore, 
someone loves everyone.) 

(Any elephant weighs more 
than a horse. Some horse 
weighs more than any 
donkey. If a first thing weighs 
more than a second, and the 
second weighs more than a 
third, the first weighs more 
than the third. Therefore, any 
elephant weighs more than 
any donkey.) 

Wx)(3y)(F'y 3 Qx) Note that in general a sentence of the form 
Wx)(3y)X does not imply a sentence of the 

(3y)Wx)(h' ' Qx) form (3y)(Vx)X (See problem 6 -l(e)). 
However, in this case, the special form of the 
conditional makes the argument valid. 

WxKBx 3 [(3y)Lxy 3 (3y)Lyxl) (All blond lovers are loved. All 

Wx)I(3y)Lyx 3 Lxxl those who are loved love 
-(3xlLxx themselves. No one loves . . 

themself. Therefore, all blonds 
WX)(BX 3 (Vy)-Lxy) love no one.) 
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(3x)(Gx & Cx) 

I CHAPTER REVIEW EXERCISES 

Write short explanations in your notebook for each of the following. 

a) Contradiction Rule 

b) Quantifier Negation Rules 

c) Logical Truth o f  Predicate Logic 

d) Test for a Logical Truth 

e) Contradiction o f  Predicate Logic 

f) Test for a Contradiction 

g) Consistent Set o f  Sentences 

h) Inconsistent Set o f  Sentences 

i) Test for a Finite Set o f  Inconsistent Sentences 

j) Logical Equivalence o f  Predicate Logic Sentences 

k) Test for Logical Equivalence 
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Truth Trees for 
Predicate Logic: 

Fundamentals 

7-1. THE RULE FOR UNIVERSAL QUANTIFICATION 

You have already learned the truth tree method for sentence logic. And 
now that you have a basic understanding of predicate logic sentences, you 
are ready to extend the truth tree method to predicate logic. 

Let's go back to the basics of testing arguments for validity: To say that 
an argument is valid is to say that in every possible case in which the 
premises are true, the conclusion is true also. We reexpress this by saying 
that an argument is valid if and only if it has no counterexamples, that is, 
no possible cases in which the premises are true and the conclusion false. 
When we were doing sentence logic, our possible cases were the lines of 
a truth table, and in any one problem there were only finitely many lines. 
In principle, we could always check all the truth table lines to see if any 
of them were counterexamples. Often the truth tree method shortened 
our work. But the trees were really just a labor-saving device. We could 
always go back and check through all the truth table lines. 

Predicate logic changes everything. In predicate logic our cases are 
interpretations, and there are always infinitely many of these. Thus we 
could never check through them all to be sure that there are no counter- 
examples. Now truth trees become much more than a convenience. They 
provide the only systematic means we have for searching for counterex- 
amples. 

Everything we learned about truth trees in sentence logic carries over 

to predicate logic. Someone gives us an argument and asks us whether it 
is valid. We proceed by searching for a counterexample. We begin by 
listing the premises and the denial of the conclusion as the beginning of 
a tree. Just as before, if we can make these true we will have a case in 
which the premises are true and the conclusion false, which is a counter- 
example and which shows the argument to be invalid. If we can establish 
that the method does not turn up a counterexample, we conclude that 
there is none and that the argument is valid. 

We have boiled our job down to the task of systematically looking for a 
case which will make true the initial sentence on a tree. In sentence logic 
we did this by applying the rules for the connectives '&', 'v', '-', '3, and 
'='. These rules broke down longer sentences into shorter ones in all the 
minimally sufficient possible ways which would make the longer sentences 
true by making the shorter ones true. Since, in sentence logic, this process 
terminates in sentence letters and negated sentence letters, we got 
branches which (if they do not close) make everything true by making the 
sentence letters and negated sentence letters along them true. In this way 
you should think of each branch as a systematic way of developing a line 
of a truth table which will make all the sentences along the branch true. 

The tree method for predicate logic works in exactly the same way, with 
just one change: Each branch is no longer a way of developing a line of a 
truth table which will make all the sentences along the branch true. In- 
stead, a branch is a way of developing an interpretation which will make 
all the sentences along the branch true. All you have to do is to stop 
thinking in terms of building a line of a truth table (an assignment of 
truth values to sentence letters). Instead, start thinking in terms of build- 
ing an interpretation. 

Let's see this strategy in action. Consider the example that got us 
started on predicate logic, way back in chapter 1: 

Everybody loves Eve. (Vx)Lxe 
Adam loves Eve. Lae 

We begin our search for an interpretation in which the premise is true 
and the conclusion is false by listing the premise and the denial of the 
conclusion as the initial lines of a tree: 

We already know quite a bit about any interpretation of these two sen- 
tences which makes them both true. The interpretation will have to have 
something called 'a' and something called 'e', and '-Lae' will have to be 
true in the interpretation. '-Lae1 is already a negated atomic sentence. 
We cannot make it true by making some shorter sentence true. 
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But we can make '(Vx)Lxel true by making some shorter sentences true. 
Intuitively, '(Vx)Lxe' says that everybody loves Eve. In our interpretation 
we have a (Adam) and e (Eve). In this interpretation, in this little novel 
or story of the way the world might be, we can make it true that every- 
body loves Eve by making it true that Adam loves Eve and making it true 
that Eve loves Eve. So we extend the branch representing our interpre- 
tation with the sentences 'Lae' and 'Lee': 

a, e 1 (Vx)Lxe P 
2 -Lae -C 
3 Lae 1, v 
4 Lee 1, v 

X 

And the branch closes! The branch includes both '-Lae' and 'Lae', where 
the first is the negation of the second. They cannot both be true in an 
interpretation. We had to include '-Lae' to get an interpretation which 
makes the conclusion of the argument false. We had to include 'Lae' to 
get an interpretation which makes '(Vx)Lxe' true. But no interpretation 
can make the same sentence both true and false. So there is no interpre- 
tation which makes lines 1 and 2 true-there is no counterexample to the 
argument. And so the argument is valid. 

Let's talk more generally about how I got lines 3 and 4 out of line 1. 
Already, when we have just lines 1 and 2, we know that our branch will 
represent an interpretation with something called 'a' and something called 
'e'. We know this because our interpretation must be an interpretation of 
all the sentences already appearing, and these sentences include the 
names 'a' and 'e'. Our immediate objective is to make '(Vx)Lxe' true in this 
interpretation. But we know that a universally quantified sentence is true 
in an interpretation just in case all its substitution instances are true in the 
interpretation. So to make '(Vx)Lxe' true in the interpretation we must 
make 'Lae' and 'Lee' true in the interpretation. This is because 'Lae' and 
'Lee' are the substitution instances of '(Vx)Lxel formed with the interpre- 
tation's names, 'a' and 'e'. 

Notice that I did something more complicated than simply checking 
line 1 after working on it and putting the annotation '1,V' after lines 3 
and 4. The rule for the universal quantifier differs in this respect from 
all the other rules. The other rules, when applied to a "target" sentence, 
tell us to write something at the bottom of every open branch on which 
the target sentence appears. When this is done, we have guaranteed that 
we have made the target sentence true in all possible minimally sufficient 
ways. We thus will never have to worry about the target sentence again. 
To note the fact that we are done with the sentence, we check it. 

But the rule for the universal quantifier is not like this. First, in apply- 
ing the rule to a universally quantified sentence, we have to search the 

branch on which the target sentence appears for names. Then, at the 
bottom of every open branch on which the target sentence appears, we 
must instantiate the target sentence with each name which occurs along 
that branch. To help keep track of which names have already been used 
to instantiate the target sentence, we list them as we use them. 

You might think that when we have thus accounted for all the names 
on the branch we are done with the target sentence and can check it. But 
you will see that new names can arise after first working on a universdly 
quantified target sentence. In such a case we must come back and work 
on the universally quantified sentence again. Because we must recognize 
the possibility of having to return to a universally quantified sentence, we 
never check the sentence as a whole. Instead, we list the names which we 
have thus far used in the sentence, because once a universally quantified 
sentence has been instantiated with a given name, we never have to in- 
stantiate it with the same name again. 

Here is a summary statement of our rule: 

Rule V: If a universally quantified sentence (Vu)(. . . u . . .) appears as the 
entire sentence at a point on a tree, do the following to each open branch 
on which (Vu)(. . . u. . .) appears. First, collect all the names s,, st, ss, . . . 
that appear along the branch. (If no name appears on the branch, introduce 
a name so that you have at least one name.) Then write the substitution 
instances (. . . s, . . .), (. . . s2 . . .), (. . . ss . . .), . . . at the bottom of the 
branch, and write the names s,, s2, ss, . . . to the left of (Vu)(. . . u . . .). 
Do not put a check by (Vu)(. . . u . . .). 

Several facets of this rule bear further comment. First, in working om a 
universally quantified sentence on a given branch, you only need to in- 

- 

stantiate it with the names along that branch. If the same universally 
quantified sentence occurs along a second branch, that second branch 
calls for use of the names that occur along that second branch. This is 
because each branch is going to represent its own interpretation. Also, 
when instructed to write a substitution instance, (. . . s . . .), at the h t -  
tom of an open branch, you do not need to write it a second time if'it 
already appears. 

Next, the rule instructs you to write all of the substitution instances, 
(. . . s, . . .), (. . . s2 . . .), (. . . s3 . . .), . . . at the bottom of every open 
path. But if the path closes before you are done, of course you can stop. 
Once a path closes, it cannot represent a counterexample, and further 
additions will make no difference. Thus, in the last example, I could have 
correctly marked the path as closed after line 3, omitting line 4. You can 
make good use of this fact to shorten your work by choosing to write 
down first the substitution instances which will get a branch to close. But 
don't forget that if the branch does not close, you must list all the substi. 
tution instances. 
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Finally, listing the names used to the left of (Vu)(. . . u . . .) is a prac- 
tical reminder of which names you have already used to instantiate 
(Vu)(. . . u . . .). But this reminder is not foolproof because it does not 
contain the information about which branch the substitution instance ap- 
pears on. In practice, this isn't a difficulty because in almost every prob- 
lem your substitution instance will appear on all branches. Indeed, when 
a universally quantified sentence appears on a branch it never hurts to 
introduce a substitution instance formed with a name which had not oth- 
erwise appeared on that branch. 

Let me illustrate how the rule applies when no name appears on a path. 
At the same time, I will show you how we will write down counterexam- 
ples: 

Invalid. Counterexample: D = {a}; Ba & A 

'A' is an atomic sentence letter which we make true in the counterexam- 
ple. 'A' is not a name. So when we get to line 3 and need to instantiate 
'(Vx)Bx' with all the names in the interpretation we are building, we find 
that we don't have any names. What do we do? Every interpretation must 
have at least one thing in it. So when applying the rule V to a universally 
quantified sentence on a branch which has no names, we have to intro- 
duce a name to use. This is the only circumstance in which the V rule 
tells us to introduce a new name. Any name will do. In this example I 
used 'a'. 

Notice how I indicated the counterexample to the argument provided 
by the open branch. The counterexample is an interpretation which 
makes everything along the branch true. You read the counterexample 
off the open branch by listing the names which occur on the branch and 
the atomic and negated atomic sentences which occur along the branch. 
The rules have been designed so that these shortest sentences make true 
the longer sentences from which they came, which in turn make true the 
still longer sentences from which they came, and so on, until finally every- 
thing along the open branch is true. 

EXERCISES 

7-1. Use the truth tree method to test the following arguments for 
validity. In each problem, state whether or not the argument is valid; 
if invalid, give a counterexample. 

d) A 3 (Vx)Mx e) (Vx)(Bx 3 Cx) f) (Vx)(Ne = Px) 
A (Vx)Bx 

pg 
Mg & Mi Ca & Cb 

g) '(Vx)(Kx v Ax) h) (VxNDx v Gx) i) (Vx)(Sx = Tx) 
-Kj (Vx)(Dx 3 Jx) 

(Vx)(Gx 3 Jx) 
Sb v -Ta 

Ad 
la 

j) -Tfg v (vx)Px 
Ph 3 (Vx)Qx 

Tfg 3 Qh 

7-2. THE RULE FOR EXISTENTIAL QUANTIFICATION 

Consider the argument 

Somebody is blond. (3x)Bx 

Adam is blond. Ba 

As we noted in chapter 2, this argument is obviously invalid. If somebody 
is blond, it does not follow that Adam is blond. The blond might well be 
somebody else. We will have to keep the clear invalidity of this argument 
in mind while formulating the rule for existentially quantified sentences 
to make sure we get the rule right. 

Begin by listing the premise and the negation of the conclusion: 

As in the last example, we already know that we have an interpretation 
started, this time with one object named 'a'. We also know that '-Ba' will 
have to be true in this interpretation. Can we extend the interpretation so 
as also to make '(3x)Bx' true? 

We have to be very careful here. We may be tempted to think along the 
following lines: An existentially quantified sentence is true in an interpre- 
tation just in case at least one of its substitution instances is true in the 
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interpretation. We have one name, 'a', in the interpretation, so we could 
make '(3x)Bx' true by making its substitution instance, 'Ba', true. But if 
we do that, we add 'Ba' to a branch which already has '-Ba' on it, so that 
the branch would close. This would tell us that there are no counterex- 
amples, indicating that the inference is valid. But we know the inference 
is invalid. Something has gone wrong. 

As I pointed out in introducing the example, the key to the problem is 
that the blond might well be someone other than Adam. How do we re- 
flect this fact in our rules? Remember that in extending a branch down- 
ward we are building an interpretation. In so doing, 'we are always free 
to add new objects to the interpretation's domain, which we do by bring- 
ing in new names in sentences on the tree. Since there is a possibility that 
the blond might be somebody else, we indicate this by instantiating our 
existentially quantified sentence with a new name. That is, we make 
'(3x)Bx7 true by writing 'Bb' at the bottom of the branch, with 'b' a new 
name. We bring the new name, 'b', into the interpretation to make sure 
that there is no conflict with things that are true of the objects which were 
in the interpretation beforehand. 

The completed tree looks like this: 

J 1  (3x)Bx P 
2 -Ba -C 
3 Bb 1, 3,  New name 

Invalid. Counterexample: D = {a,b); -6a & Bb 

The open branch represents a counterexample. The counterexample is 
an interpretation with domain D = {a,b), formed with the names which 
appear on the open branch. The open branch tells us what is true about 
a and b in this interpretation, namely, that -Ba & Bb. 

You may be a little annoyed that I keep stressing 'new name'. I do this 
because the new name requirement is a very important aspect of the rule 
for existentially quantified sentences-an aspect which students have a 
very hard time remembering. When I don't make such a big fuss about 
it, at least 50 percent of a class forgets to use a new name on the next test. 
By making this fuss I can sometimes get the percentage down to 25 per- 
cent. 

Here is the reason for the new name requirement. Suppose we are 
working o n  a sentence of the form (3u)(. . . u . . .) such as '(3x)Bx' in 
our example. And suppose we try to make it true along each open branch 
on which i t  appears by writing a substitution instance, (. . . t . . .), at the 
bottom of each of these branches. Now imagine, as happened in our 
example, that -(. . . t . . .)+r something which logically implies 
-(. . . t . . .)-already appears along one of these branches. In the 
example we already had '-Ba'. This would lead to the branch closing 
when in fact we can make a consistent interpretation out of the branch. 

We can always do this by instantiating (3u)(. . . u . . .) with a new name, 
say, s, a name which does not appear anywhere along the branch. We use 
this new name in the instantiation (. . . s . . .). Then (. . . s . . .) can't 
conflict with a sentence already on the branch, and we are guaranteed not 
to have the kind of trouble we have been considering. 

Not infrequently you get the right answer to a problem even if you 
don't use a new name when instantiating an existentially quantified sen- 
tence. But this is just luck, or perhaps insight into the particular problem, 
but insight which cannot be guaranteed to work with every problem. We 
want the rules to be guaranteed to find a counterexample if there is one. 
The only way to guarantee this is to write the rule for existentially quan- 
tified sentences with the new name requirement. This guarantees that we 
will not get into the kind of difficulty which we illustrated with our ex- 
ample: 

Rule 3: If an existentially quantified sentence (3u)(. . . u. . .) appears as 
the entire sentence at some point on a tree, do  the following to each open 
branch on which (3u)(. . . u . . .) appears: First pick a new name, s, that 
is, a name which does not appear anywhere on the branch. Then write the 
one substitution instance (. . . s . . .) at the bottom of the branch. Put a 
check by (3u)(. . . u . . .). 

Why do we always need a new name for an' existentially quantified sen- 
tence but no new name for a universally quantified sentence (unless there 
happens to be no names)? In making a universally quantified sentence 
true, we must make it true for all things (all substitution instances) in the 
interpretation we are building. To make it true for more things, to add 
to the interpretation, does no harm. But it also does no good. If a conflict 
is going to come up with what is already true in the interpretation, we 
cannot avoid the conflict by bringing in new objects. This is because the 
universally quantified sentence has to be true for all the objects in the 
interpretation anyway. 

We have an entirely different situation with existentially quantified sen- 
tences. They don't have to be true for all things in the interpretation. So 
they present the possibility of avoiding conflict with what is already true 
in the interpretation by extending the interpretation, by making each ex- 
istentially quantified sentence true of something new. Finally, since the 
rules have the job of finding a consistent interpretation if there is one, 
the rule for existentially quantified sentences must incorporate this con- 
flict-avoiding device. 

7-2. Test the following arguments for validity. State whether each 
argument is valid or invalid; when invalid, give the counterexamples 
shown by the open paths. 
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7-3. APPLYING THE RULES 

Now let's apply our rules to some more involved examples. Let's try the 
argument 

(Vx)Lxe v (Vx)-Lxa - Lae 

I am going to write out the completed tree so that you can follow it as I 
explain each step. Don't try to understand the tree before I explain it. 
Skip over it, and start reading the explanation, referring back to the tree 
in following the explanation of each step. 

41 (Vx)Lxe v (Vx)-Lxa P 

2 - Lae P 

4 3  --(3x)Lxa -C 
J4 (3x)Lxa 3,  7- 

6 Lca Lca 

A 
5 a, e, c (Vx)Lxe a, e, c (Vx)-Lxa 1 ,  v 

4, 3 New Name 

7 Lae - Laa 5, 
8 Lee -Lea 5, V 
9 Lce - Lca 5, 

X X 

Valid 

We begin by listing the premises and the negation of the conclusion. 
Our first move is to apply the rule for double negation to line 3, giving 
line 4. Next we work on line 1. Notice that even though '(Vx)' is the first 
symbol to appear on line 1, the sentence is not a universally quantified 

sentence. Ask yourself (As in chapters 8 and 9 in volume I): What is the 
last thing I do in building this sentence up from its parts? You take 
'(Vx)Lxe' and '(Vx)-Lxa' and form a disjunction out of them. So the main 
connective is a disjunction, and to make this sentence true in the interpre- 
tation we are building, we must apply the rule for disjunction, just as we 
used it in sentence logic. This gives line 5. 

In lines 1 through 4 our tree has one path. Line 5 splits this path into 
two branches. Each branch has its own universally quantified sentence 
which we must make true along the branch. Each branch also has 
'(3x)Lxa1, which is common to both branches and so must be made true 
along both branches. What should we do first? 

When we work on '(3x)Lxa' we will have to introduce a new name. It is 
usually better to get out all the new names which we will have to introduce 
before working on universally quantified sentences. To see why, look at 
what would have happened if I had worked on line 5 before line 4. Look- 
ing at the right branch I would have instantiated '(Vx)-Lxa' with 'a' and 
'e'. Then I would have returned to work on line 4, which would have 
introduced the new name 'c'. But now with a new name 'c' on the branch 
I must go back and instantiate (Vx)-Lxa' with 'c'. To  make this sentence 
true, I must make it true for all instances. If a new name comes up in 
midstream, I must be sure to include its instance. Your work on a tree is 
more clearly organized if you don't have to return in this way to work on 
a universally quantified sentence a second time. 

We will see in the next chapter that in some problems we cannot avoid 
returning to work on a universally quantified sentence a second time. (It 
is because sometimes we cannot avoid this situation that we must never 
check a universally quantified sentence.) But in the present problem we 
keep things much better organized by following this practical guide: 

Practical Guide: Whenever possible, work on existentially quantified sen- 
tences before universally quantified sentences. 

Now we can complete the problem. I work on line 4 before line 5. Line 
4 is an existentially quantified sentence. The rule 3 tells me to pick a new 
name, to use this new name in forming a substitution instance for the 
existentially quantified sentence, and to write this instance at the bottom 
of every open path on which the existentially quantified sentence appears. 
Accordingly, I pick 'c' as my new name and write the instance 'Lca' on 
each branch as line 6. Having done this, I check line 4, since I have now 
ensured that it will be made true along each open path on which it ap- 
pears. 

Finally, I can work on line 5. On the left branch I must write substitu- 
tion instances for '(Vx)Lxe' for all the names that appear along that 
branch. So below '(Vx)Lxe' I write 'Lae', 'Lee', and 'Lce', and I write the 
names 'a', 'e', and 'c' to the left of the target sentence '(Vx)Lxe' to note 
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the fact that this sentence has been instantiated with these three names. 
The branch closes because 'Lae' of line 7 conflicts with '-Lae' on line 2. 
On the right branch I have '(Vx)-Lxa'. At the bottom of the branch I 
write its substitution instances for all names on the branch, giving '-Laa', 
'-Lea', and '-La'. Again, I write the names used to the left of the target 
sentence. '-Lca' is the negation of 'Lca' on line 6. So the right branch 
closes also, and the argument is valid. 

One more comment about this example: The new name requirement 
did not actually avoid any trouble in this particular case. If I had used 
either of the old names 'a' or  'e', I would in this case have gotten the right 
answer. Moreover, the tree would have been shorter. You may be think- 
ing: What a bother this new name requirement is! Why should I waste 
my time with it in a case like this? But you must follow the new name 
requirement scrupulously if you want to be sure that the tree method 
works. When problems get more complicated, it is, for all practical pur- 
poses, impossible to tell whether you can safely get away without using it. 
The  only way to be sure of always getting the right answer is to use the 
new name requirement every time you instantiate an existentially quanti- 
fied sentence. 

Now let's try an example which results by slightly changing the first 
premises of the last case: 

(Vx)(Lxe v -Lxa) 
- Lae 

-(3x)Lxa 

Instead of  starting with a disjunction of two universally quantified sen- 
tences, we start with a universal quantification of a disjunction: 

a, e, c 1 (Vx)(Lxe v -Lxa) P 
2 - Lae P 

J 3 --(3x)Lxa -C 

J4 ( 3 x ) ~ x a  3 ,  -- 
5 Lca 4, 3, New name 

J6 Lae v -Laa 1, v 
/ 7 Lee v -Lea 1, v 

V . 
Lce v -Lca 1, v 

9 Lae -Laa 

Lines 1, 2, and 3 list the premises and the negation of the conclusion. 
Line 4 gives the result of applying -- to line 3. Looking at line 1, we ask, - 
What was the very last step performed in writing this sentence? The an- 
swer: applying a universal quantifier. So it is a universally quantified sen- 
tence. But line 4 is an existentially quantified sentence. Our practical 
guide tells us to work on the existentially before the universally quantified 
sentence. Accordingly, I pick a new name, 'c', and use it to instantiate 
'(3x)Lxa', giving me line 5. Now I can return to line 1 and apply the rule 
V. At this point, the names on the branch are 'a', 'e', and 'c'. So I get the 
three instances of 1 written on lines 6, 7, and 8, and I record the names 
used to the left of line 1. Lines 9, 10, and 11 apply the v rules to lines 6, 
7, and 8. Notice that I chose to work on line 8 before line 7. I am free to 
do this, and I chose to do it, because I noticed that the disjunction of line 
8 would close on one branch, while the disjunction of line 7 would not 
close on any branches. 

We have applied the rules as far as they can be applied. No sentence 
can be made true by making shorter sentences true. We are left with two 
open branches, each of which represents a counterexample to the original 
argument. Let's write these counterexamples down. 

The branch labeled (i) at the bottom has the names 'e', 'c', and 'a'. (In 
principle, the order in which you list information on a branch makes no 
difference. But it's easiest to read off the information from the bottom of 
the branch up.) So I indicate the domain of branch (i)'s interpretation by 
writing D = {e,c,a}. What is true of e, c, and a in this interpretation? The 
branch tells us that e bears L to itself, that c bears L to e, that a does not 
bear L to itself, that c bears L to a and that a does not bear L to e. In 
short, the interpretation is 

D = {e,c,a); Lee & Lce & - h a  & Lca & - h e  

To read an interpretation of an open branch, you need only make a list 
of the branch's names and the atomic and negated atomic sentences which 
appear along the branch. We use the format I have just indicated to make 
clear that the names are names of the objects of the domain, and the 
atomic and negated atomic sentences describe what is true of these ob- 
jects. Check your understanding by reading the counterexample off the 
branch labeled (ii). You should get 

D = {e,a,c); -Lea & Lce & - h a  & Lca & -Lae 

Notice that neither of these counterexamples as read off the branches 
constitutes complete interpretations. The branches fail to specify some of 
the atomic facts that can be expressed with 'L', 'a', 'c', and 'e'. For exam- 
ple, neither branch tells us whether 'LC' is true or false. We have seen 
the same situation in sentence logic when sometimes we had a relevant 
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sentence letter and an open branch on which neither the sentence letter 
nor its negation appeared as the entire sentence at a point along the 
branch. Here, as in sentence logic, this happens when a branch succeeds 
in making everything along it true before completing a selection of truth 
values for all relevant atomic sentences. In effect, the branch represents 
a whole group of interpretations, one for each way of completing the 
specification of truth values for atomic sentences which the branch does 
not mention. But for our purposes it will be sufficient to read off the 
intermetation as the branch presents it and call it our counterexample 
even though it may not yet be a complete interpretation. 

EXERCISES 

7-3. Test the following arguments for validity. State whether each 
argument is valid or invalid, when invalid, give the counterexamples 
shown by the open paths. 

a) (3x)(Px 3 Qx) b) (3x)Cx c) (3x)Jx v (3x)Kx 
Pix)-JX 

-(Vx)(Px & -Qx) -(3x)-Cx 
-(Vx)-Kx 

dl (Vx)(Px 3 Qx) e) (Vx)(Gx v Hx) 
(3x)Px 

-(ax)-Gx v -(Ex)-HX 
-(Vx)-Qx 

h) Jq 3 (3x)Kx i) (3x)Hx & (3x)Gx j) (3x)-Fx 
(Vx)(Kx 3 Lx) -(Vx)Fx 3 (Vx)-Px 

-(Vx)-(Hx & Gx) -(Vx)Fx 3 (VX)-QX 

Jq 3 -(Vx)-Lx 
-(Vx)(Px v Qx) 

7 4 .  NEGATED QUANTIFIED SENTENCES 

To complete the rules for quantification, we still need the rules for the 
negation of quantified sentences. As always, we illustrate with a simple 
example: 

Lae I Lae P 

(3x)Lxe 2 -(3x)Lxe -C 

What will make line 2 true? All we need do is to make use of the equiva- 
lence rule for a negated existential quantifier, which we proved in section 
3 4 .  (Remember: "Not one is" comes to the same thing as "All are not." 
If you have forgotten that material, reread the first few paragraphs of 
section 3 4 y o u  will very quickly remember how it works.) '-(3x)Lxe' is 
true in an interpretation if and only -if '(Vx)-Lxe' is true in the interpre- 
tation. So we can make '-(3x)Lxe' true by making '(Vx)-Lxe' true. This 
strategy obviously will work for any negated existentially quantified sen- 
tence. So we reformulate the -3 rule for logical equivalence as a rule for 
working on a negated existentially quantified sentence on a tree: 

Rule -3: If a sentence of the form -(3u)(. . . u . . .) appears as the full 
sentence at any point on a tree, write (Vu)-(. . . u . . .)at the bottom of 
every open branch on which -(3u)(. . . u . . .) appears. Put a check by 
-(3u)(. . . u . . .). 

With this rule, we complete our problem as follows: 

1 Lae P 

4 2  -(3x)Lxe -C 
a, e, 3 (Vx)-Lxe 2, -3  

4 -Lae 3,  v 
5 -Lee 3,  v 

X 

Valid 

Note that I did not use a new name when I worked on line 2. The new 
name rule does not enter anywhere in this problem because the problem 
has no existentially quantified sentence as the full sentence at some point 
on the tree. Consequently, the rule 3 never applies to any sentence in this 
problem. Line 2 is the negation of an existentially quantified sentence, 
and we deal with such a sentence with our new rule, -3. Line 2 gives line 
3 to which the rule V applies. 

The story for the negation of a universally quantified sentence goes the 
same way as for a negation of an existentially quantified sentence. Just as 
"not one is" comes to the same thing as "all are not," "not all are" comes 
to the same thing as "some are not." In other words, we appeal to the 
rule -V for logical equivalence in exactly the same way as we appealed to 
the rule -3 for logical equivalence. Reformulating for application to a 
negated universally quantified sentence on a tree, we have 

Rule -V: If a sentence of the form -(Vu)(. . . u . . .) appears as the full 
sentence at any point on a wee, write (31)-(. . . u . . .) at the bottom of 
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every open branch on which -(Vu)(. . . u . . .) appears. Put a check by 
-(Vu)(. . . u . . .). 

Once again, this rule works because -(Vu)(. . . u . . .) is equivalent to 
(3u)-(. . . u . . .), as we noted in section 3-4 and as you proved in ex- 
ercise 3-5. 

Here is an example to illustrate the -V rule: 

(3x)Lxe 

J1 (3x)Lxe P 
J2 --(Vx)Lxe -C 
J3 (3x)-Lxe 2, -V 

4 Lce 1, 3, New name 
5 -Lde 3, 3, New name 

Invalid. Counterexample: D = {d,e,c); -Lde & Lce 

In this example, note that failure to follow the new name rule at step 5 
would have incorrectly closed the branch. Also note that we do not instan- 
tiate line 2 with any of the names. Line 2 is not a universally quantified 
sentence. Rather, it is the negation of a universally quantified sentence 
which we treat with the new rule -V. 

Now you have all the rules for quantifiers. It's time to practice them. 

Before you go to work, let me remind you of the three most com- 
mon mistakes students make when working on trees. First of all, you 
must be sure you are applying the right rule to the sentence you are 
working on. The key is to determine the sentence's main connective. 
You then apply the rule for that connective (or for the first and 
second connectives in case of negated sentences). You should be es- 
pecially careful with sentences which begin with a quantifier. Some 
are quantified sentences, some are not; it depends on the parenthe- 
ses. '(Vx)(Px > A)' is a universally quantified sentence, so the rule V 
applies to it. It is a universally quantified sentence because the initial 
universal quantifier applies to the whole following sentence as indi- 
cated by the parentheses. By way of contrast, '(Vx)(Lxa 3 Ba) & Lba' 
is not a universally quantified sentence. It is a conjunction, and the 
rule & is the rule to apply to it. 

The second mistake to watch for especially carefully is failure to 

instantiate a universally quantified sentence with all the names that 
appear on the sentence's branch. When a universally quantified sen- 
tence appears on a branch, you are not finally done with the sen- 
tence until either the branch closes or you have instantiated it with 
all the names that appear on the branch. - - 

1 Finally, please don't forget the new name requirement when you 

1 work on an existentially quantified sentence. When instantiating an 
existentially quantified sentence,. you use only one name, but that 

I name must not yet appear anywhere on the branch. 

1 7 4 .  Use the truth tree method to test the following arguments for 
validity. In each problem, state whether or not the argument is valid; 
if invalid give a counterexample. 

a l )  (Vx)Px & (Vx)Qx a2) (Vx)(Px & Qx) 

(Vx)(Px & Qx) (Vx)Px & (Vx)Qx 

b l  ) (3x)Px v (3x)Qx b2) (3x)(Px v Qx) 

(~X) (PX v Qx) (3x)Px v (3x)Qx 

e l )  A > (Vx)Px e2) (Vx)(A > Px) 

(Vx)(A > Px) A 3 (Vx)Px 

f l  ) A 3 (3x)Px f2) (3x)(A > Px) 

(3x)(A > Px) A 3 (3x)Px 
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I CHAPTER SUMMARY EXERCISES 

Here are the new ideas from this chapter. Make sure you under- 
stand them, and record your summaries in your notebook. 

a) Rule V d) Rule -V 

b) Rule 3 e) Rule -3 
c) New Name Requirement f )  Reading an Interpretation 

Off an Open Branch 



More on Truth Trees 
for Predicate Logic 

8-1. CONTRADICTIONS, LOGICAL TRUTH, LOGICAL 

EQUNALENCE, AND CONSISTENCY 

In this section we are going to see how to apply the truth tree method to 
test predicate logic sentences for some familiar properties. This will be 
little more than a review of what you learned for sentence logic. The ideas 
are all the same. All we have to do is to switch to talking about interpre- 
tations where before we talked about lines of a truth table. 

Let's start with logical contradiction. In sentence logic we say that a 
sentence is a contradiction if and only if it is false in all possible cases, 
where by "possible cases" we mean assignments of truth values to sentence 
letters-in other words, lines of the sentence's truth table. Recharaaeriz- 
ing the idea of a possible case as an interpretation, we have 

A dosed predicate logic sentence is a CmrtradicCion if and only if it is false in 
all of its interpretations. 

The truth tree test for being a contradiction also carries over directly 
from sentence logic. The truth tree method is guaranteed to lind an inter- 
pretation in which the initial sentence or sentences on the tree 'are true, 
if there is such an interpretation. Consequently 

To test a sentence, X, for being a contradiction make X the first h e  of a 
truth tree. If there is an interpretation which makes X true, the tree method 
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will find such an interpretation, which will provide a counterexample to X 
being a contradiction. If all branches close, there is no interpretation in 
which X is true. In this case, X is false in all of its interpretations; that is, X 
is a contradiction. 

Here is a very simple example. We test '(3x)(Bx & -Bx)' to see whether it 
is a contradiction: 

J1 (3x)(Bx & -Bx) S (The sentence being tested) 
42 (Ba & -Ba) 1, 3, New name 

3 Ba 2, 
4 - Ba 2, 

X 

The sentence is a contradiction. 

The idea of a logical truth carries over from sentence logic in exactly 
the same way. In sentence logic a sentence is a logical truth if it is true 
for all possible cases, understood as all truth value assignments. Now, tak- 
ing possible cases to be interpretations, we say 

A closed predicate logic sentence is a Logccal Truth if and only if it is true in 
all of its interpretations. 

To determine whether a sentence is a logical truth, we must, just as we 
do in sentence logic, look for a counterexample-that is, a case in which 
the sentence is false. Consequently 

To test a predicate logic sentence, X, for being a logical truth, make -X 
the first line of a tree. If there is an interpretation which makes -X true, 
the tree method will find such an interpretation. In such an interpretation, 
X is false, so that such an interpretation provides a counterexample to X 
being a logical truth. If all branches close, there is no interpretation in which 
-X is true, and so no interpretation in which X is false. In this event, X is 
true in all of its interpretations; that is, X is a logical truth. 

Again, let's illustrate with a simple example: Test '(3x)Bx v (3x)-Bx' to 
see if it i s  a logical truth: 

-[(gx)~x v ( ~ x ) - B x ]  -S (The negation of the sentence being tested) 

J 2 -(3x)Bx 1, -v 

43 -(ax)-Bx 1, -v 

a4 (Vx)-Bx 2, -3 
a5 Wx)--Bx 3, -3 
6 - Ba 4, v 
7 --Ba 5, v 

X 

The sentence is a logical truth. 

The tree shows that there are no interpretations in which line 1 is true. 
Consequently, there are no interpretations in which the original sentence 
(the one which we negated to get line 1) is false. So this original sentence 
is a logical truth. 

Notice that I had to introduce a name when I worked on line 4. Line 4 
is a universally quantified sentence, and having no name at that point I 
h'ad to introduce one to start my try at an interpretation. Line 5 is another 
universally quantified sentence, and when I worked on it, I already had 
the name 'a'. So I instantiated line 5'with 'a'. At no place on this tree did 
the new name requirement of the rule 3 apply. This is because at no 
place on the tree is the entire sentence an existentially quantified sen- 
tence. In particular, the sentences of lines 2 and 3 are negated existen- 
tially quantified sentences, not existentially quantified sentences, so the 
rule 3 and the new name requirement do not apply to them. 

It's time to talk about logical equivalence. We already discussed this 
subject in section 3-4, which you may want to review at this point. For 
completeness, let's restate the definition: 

Two closed predicate logic sentences are Logically Equivalent if and only if in 
each of their interpretations the two sentences are either both true or both 
false. 

Do you remember how we tested for logical equivalence of sentence 
logic sentences? Once again, everything works the same way in predicate 
logic. Two closed predicate logic sentences have the same truth value in 
one of their interpretations if and only if their biconditional is true in the 
interpretation. So the two sentences will agree in truth value in all of their 
interpretations if and only if their biconditional is true in all of their inter- 
pretations-that is, if and only if their biconditional is a logical truth. So 
to test for logical equivalence we just test for the logical truth of the bi- 
conditional: 

T o  determine whether the closed predicate logic sentences, X and Y, are 
logically equivalent, test their biconditional, X=Y, for logical truth. That is, 
make -(X=Y) the first line of a tree. If all branches close, -(X=Y) is a 
logical truth, so that X and Y are logically equivalent. If there is an open 
branch, X and Y are not logically equivalent. An open branch will be an 
interpretation in which one of the two sentences is true and the other false, 
so that such an open branch provides a counterexample to X and Y being 
logically equivalent. 

Here is another way in which you can test two sentences, X and Y, for 
logical equivalence. Consider the argument "X. Therefore Y." with X as 
premise and Y as conclusion. If this argument is invalid, there is a coun- 
terexample, an interpretation in which X is true and Y is false. Thus if 
"X. Therefore Y." is invalid, X and Y are not logically equivalent, and a 
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counterexample to the argument is also a counterexample which shows X 
and Y not to be logically equivalent. The same goes for the argument "Y. 
Therefore X.", this time taking the second sentence, Y, as premise and 
the first sentence, X, as conclusion. If this argument is invalid there is a 
counterexample, that is, an interpretation in which Y is true and X is 
false, and hence again a counterexample to X and Y being logically equiv- 
alent. 

Now, what happens if both the arguments "X. Therefore Y." and "Y. 
Therefore X." are valid? In this event every interpretation in which X is ' 

true is an interpretation in which Y is true (the validity of "X. Therefore 
Y."), and every interpretation in which Y is true is an interpretation in 
which X is true (the validity of "Y. Therefore X."). But that is just another 
way of saying that in each interpretation X and Y have the same truth 
value. If whenever X is true Y is true and whenever Y is true X is true, 
we can't have a situation (an interpretation) in which one is true and the 
other is false. Thus, if "X. Therefore Y." and "Y. Therefore X." are both 
valid, X and Y are logically equivalent: 

To determine whether the closed predicate logic sentences, X and Y, are 
logically equivalent, test the two arguments "X. Therefore Y." and "Y. 
Therefore X." for validity. If either argument is invalid, X and Y are not 
logically equivalent. A counterexample to either argument is a counterex- 
ample to the logical equivalence of X and Y. If both arguments are valid, X 
and Y are logically equivalent. 

In fact, the two tests for logical equivalence really come to the same 
thing. To see this, suppose we start out to determine whether X and Y 
are logically equivalent by using the first test. We begin a tree with 
-(X=Y) and apply the rule -=: 

A 
2 X - X  I , - =  
3 -Y Y I , - =  

Now notice that the left-hand branch, with X followed by -Y, is just the 
way we start a tree which tests the validity of the argument "X. Therefore 
Y.". And, except for the order of -X and Y, the right-hand branch looks 
just like the tree which we would use to test the validity of the argument 
"Y. Therefore X.". So far as the right-hand branch goes, this order makes 
no difference. Because we are free to work on the lines in any order, what 
follows on the right-hand branch is going to look the same whether we 
start it with -X followed by Y or Y follow by -X. 

In sum, lines 2 and 3 in our tree are just the beginning of trees which 
test the validity of "X. Therefore Y." and "Y. Therefore X.". Thus the 
completed tree will contain the trees which test the arguments "X. There- 

fore Y." and "Y. Therefore X.". And, conversely, if we do the two trees 
which test the arguments "X. Therefore Y." and "Y. Therefore X." we 
will have done all the work which appears in the tree we started above, 
the tree which tests X=Y for logical truth. So the two ways of determining 
whether X and Y are logically equivalent really involve the same work. 

If you did all of exercise 7-4 you have already tested 11 pairs of sen- 
tences for logical equivalence! In each of these pairs you tested two ar- 
guments, of the form "X. Therefore Y." and "Y. Therefore X.". Using 
our new test for logical equivalence, you can use your work to determine 
in each of these problems whether or not the pair of sentences is logically 
equivalent. 

Truth trees also apply to test sets of sentences for consistency. Recall 
from section 9-2 in volume I that a set of sentence logic sentences is 
consistent if and only if there is at least one case which makes all of the 
sentences in the set true. Interpreting cases as interpretations, we have 

A Model of a set of one or more predicate logic sentences is an interpretation 
in which all of the sentences in the set are true. 

A set of one or more predicate logic sentences is consistent just in case it 
has at least one model, that is, an interpretation in which all of the sentences 
in the set are true. 

To test a finite set of predicate logic sentences for consistency, make the 
sentence or sentences in the set the initial sentences of a tree. If the tree 
closes, there is no interpretation which makes all of the sentences true to- 
gether (no model) and the set is inconsistent. An open branch gives a model 
and shows the set to be consistent. 

Every truth tree test of an argument is also a test of the consistency of 
the argument's premises with the negation of the argument's conclusion. 
An argument is valid if and only if its premises are inconsistent with the 
negation of the argument's conclusion. In other words, an argument is 
invalid if and only if its premises are consistent with the negation of its 
conclusion. Thus one can view the truth tree test for argument validity as 
a special application of the truth tree test for consistency of sets of sen- 
tences. (If you have any trouble understanding this paragraph, review 
exercise 9-7 in volume I. Everything in that exercise applies to predicate 
logic in exactly the same way as it does to sentence logic.) 

EXERCISES 

8-1. Test the following sentences to determine which are logical 
truths, which are contradictions, and which are neither. Show your 
work and state your conclusion about the sentence. Whenever you 
find a counterexample to a sentence being a logical truth or a con- 
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tradiction, give the counterexample and state explicitly what it is a 
counterexample to. 

(Vx)Dx v (3x)-Dx b)(Vx)Kx & (3x)-Kx 

(Vx)Nx v (Vx)-Nx d)(Vx)Jx & (Vx)-Jx 

(3x)Bx v (3x)-Bx f )(3x)Px & (3x)-Px 

[(Vx)Gx v (Vx)Hx] & -(Vx)(Gx v Hx) 
(Vx)(Kx v Jx) 3 [(3x)-Kx 3 (3x)Jxl 
[(Vx)Mx 3 (Vx)-Nx] & (3x)(-Mx & Nx) 
[(3x)Hx 3 (Vx)(Ox 3 Nx)] 3 [(3x)(Hx & Ox) > (Vx)Nx] 
(3x)[-Sx & (Gx v Kx)] v [(Vx)Gx 3 (Vx)(Sx v Kx)] 
[(Vx)Fx v (Vx)Gx] = [(3x)-Fx & -(Vx)Gx] 

8-2. Use the truth tree method to test the following sets of sentences 
for consistency. In each case, state your conclusion about the set of 
sentences, and if the set of sentences is consistent, give a model. 

a) (3x)Px. (3x)-Px 

b) (Vx)Px, (Vx)-Px 

c) (Vx)Px, (3x)-Px 

d) (Vx)-Fx, (Vx)Sx, (3x)[(-Fx 3 Sx) 3 Fx] 

e) (3x)Gx & (3x)Qx, -(3x)(Gx & Qx) 

f )  (Vx)(Gx v Qx), -[(Vx)Gx v (Vx)Qx] 

g) (3x)Ux v Dx), (Vx)Ux 3 -Hx), (Vx)(Dx 3 Hx), 
(Vx)Ux = (Dx v Hx)] 

8-3. Explain the connections among consistency, logical truth, and 
logical contradiction. 

8 4 .  By examining your results from exercise 7-4(a) through (k), 
determine which pairs of sentences are logically equivalent and 
which are not. This is more than an exercise in mechanically apply- 
ing the test for logical equivalence. For each pair of sentences, see if 
you can understand intuitively why the pair is or is not logically 
equivalent. See if you can spot any regularities. 

logical truth. To determine this, we must look for a counterexample to its 
being a logical truth, that is, an interpretation in which it is false. So we - 
make the negation of the sentence we are testing the first line of a tree. 
Here are the first six lines: 

J1 -(3x)[Lxa 3 WyILyal -S 
a 2 pix)-[Lxa 3 Wy)Lya] 1 ,  - 3  

J 3  -[Laa 3 Wy)Lyal 2, V 
4 Laa 3, -> 

J 5  -(Vy)Lya 3,  -3 

6 (3~)-Lya 5, -V 

We begin with the negation of the sentence to be tested. Line 2 applies 
the rule for a negated quantifier, and line 3 instantiates the resulting uni- 
versally quantified sentence with the one name on the branch. Lines 4, 5, 
and 6 are straightforward, first applying the rule -3 to line 3 and then 
the rule -V to line 5. 

But now the rules we have been using all along are going to force on 
us something we have not seen before. Applying the rule 3 to line 6 
forces us to introduce a new name, say, 'b', giving '-Lba' as line 7. This 
has repercussions for line 2. When we worked on line 2 we instantiated it 
for all the names we had on that branch at that time. But when we 
worked on line 6 we got a new name, 'b'. For the universally quantified 
line 2 to be true in the interpretation we are building, it must be true for 
all the names in the interpretation, and we now have a name which we 
did not have when we worked on line 2 the first time. So we must return 
to line 2 and instantiate it again with the new name, 'b'. This gives line 8. 
Here, with the final two easy steps, is the way the whole tree looks: 

-(3x)ILxa 3 (Vy)Lyal 
Wx)-[Lxa 3 (Vy)Lyal 

-[Laa 3 (Vy)Lya] 
Laa 

-(Vy)Lya 
(3~)-Lya 

-Lba 
-[Lba 3 (Vy)Lya] 

Lba 
-(Vy)Lya 

X 

-S 
1 ,  - 3  

2, v 
3 ,  -3 

3, -3 

5 ,  -v 
6, 3, New name 

2, v 
8, -3 

8, -3 

8-2. TRUTH TREES WITH MULTIPLE QUANTIFIERS 
The sentence is a logical truth. 

In the last chapter I tried to keep the basics in the limelight by avoiding 
the complication of multiple quantifiers. Multiple quantifiers involve no 
new rules. But they do illustrate some circumstances which you have not 
yet seen. 

Suppose I asked you to determine whether '(3x)[Lxa 3 (Vy)Lya]' is a 

We do not need to work on line 10 because line 7 is the negation of line 
9, and the branch thus closes. Indeed, I could have omitted line 10. 

There was no way for us to avoid going back and working on line 2 a 
second time. There was no way in which we could have worked on the 
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existentially quantified sentence of line 6 before working on line 2 the 
first time. The sentence of line 6 came from inside line 2. Thus we could 
get line 6 only by instantiating line 2 first. You should always be on the 
watch for this circumstance. In multiple quantified sentences it is always 
possible that an existentially quantified sentence will turn up from inside 
some larger sentence. The existential quantifier will then produce a new 
name which will force us to go back and instantiate all our universally 
quantified sentences with the new name. This is why we never check a 
universally quantified sentence. 

Here is another example. We will test the following argument for valid- 
ity: 

Everyone loves someone. ( V ~ Y ~ Y  
Anyone who loves someone (Vx)[(3y)Lxy 3 Lxxl 

loves themself. 
Wx)Lxx 

Everyone loves themselves. 

(Vx)(3y)Lxy 
(Vx)[(3y)Lxy 3 Lxxl 
-(Vx)Lxx 
(3x)-Lxx 
-Laa 
(3y)Lay 
Lab 
(3y)Lay 3 Laa 

A 
-(3y)Lay Laa 
(Vy)-Lay x 
-Lab 

X 

Valid 

P 
P 
- C 
3, -v 
4, 3 
1, v 
6, 3, New name 

2, v 

Getting this tree to come out as short as I did requires some care in choos- 
ing at each stage what to do next. For example, 1 got line 8 by instantiat- 
ing the universally quantified line 2 with just the name 'a'. The rule V 
requires me to instantiate a universally quantified sentence with all the 
names on the branch. But it does not tell me when I have to do this. I am 
free to do my instantiating of a universally quantified sentence in any 
order I like, and if I can get all branches to close before I have used all 
available names, so much the better. In the same way, the rule V requires 
that I return to instantiate lines 1 and 2 with the new name 'b', which 
arose on line 7. But the rule doesn't tell me when I have to do that. With 
a combination of luck and skill in deciding what to do first, I can get all 
branches to close before returning to line 1 or line 2 to instantiate with 
'b'. In this circumstance I can get away without using 'b' in these sen- 
tences. 

However, in any problem, if I instantiate with fewer than all the names 
and I have failed to close all the branches, then I must return and put - 
the names not yet used into all universally quantified sentences which ap- 
pear on open branches. 

8-3. THREE SHORTCUTS 

In general, it is very dangerous to do two or more steps at the same time, 
omitting explicitly to write down one or more steps which the rules re- 
quire. When you fail to write down all the steps, it becomes too easy to 
make mistakes and too hard to find mistakes once you do make them. 
Also, omitting steps makes it extremely hard for anyone to correct your 
papers. However, there are three step-skipping shortcuts which are suffi- 
ciently clear-cut that, once you are proficient, you may safely use. You 
should begin to use these shortcuts only if and when your instructor says 
it is alright to do so. 

Suppose you encounter the sentence -(Vx)(Vy)Lxy on a tree. The rules 
as I have given them require you to proceed as follows: 

J1 -(Vx)(Vy)Lxy 
J2 (3x1-(Vy)Lxy 1, - V  
J3 -(Vy)Lay 2, 3 
J4 Qy)-Lay 3, - V  

5 -Lab 4, 3, New name 

Now look at line 2. You may be tempted to apply the rule -V inside 

the sentence of line 2. In most cases, applying a rule inside a sentence is 
disastrous. For example, if you should try to instantiate '(Vx)Bx' inside 
' -[(Vx)Bx v A]', you will make hash of your answer. But in the special 
case of the rule for negated quantifiers, one can justify such internal ap- 
plication of the rule. 

In the example we have started, an internal application of the rule -V 
gives the following first three lines of the tree: 

In fact, we can sensibly skip line 2 and simply "push" the negation sign 
through both quantifiers, changing them both. Our tree now looks like 
this: 
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We can do the same with two consecutive existential quantifiers or a 
mixture of quantifiers: 

Indeed, if a sentence is the negation of a triply quantified sentence, you 
could push the negation sign through all three quantifiers, changing each 
quantifier as you go. 

Why is this shortcut justified? To give the reason in a very sketchy way, 
the subsentences to which we apply the negated quantifier rule are logi- 
cally equivalent to the sentences which result from applying the rule. In 
short, we are appealing to the substitution of logical equivalents. To make 
all this rigorous actually takes a little bit of work (for the reasons ex- 
plained in exercise 3 4 ,  and I will leave such niceties to your instructor 
or to your work on logic in a future class. 

Here is another shortcut: Suppose you have a multiple universally 
quantified sentence, such as '(Vx)(Vy)Lxy', on a tree that already has several 
names, say, 'a' and 'b'. Following the rules explicitly and instantiating with 
all the names is going to take a lot of writing: 

a, b, 1 (Vx)(tly)Lxy 
a, b, 2 Wy)Lay 1, V 

3 Laa 2 , V  
4 Lab 2, V 

a, b, 5 Wy)Lby 1, V 
6 Lba 5, V 
7 Lbb 5, V 

In general, it is not a good idea to skip steps, because if we need to look 
for mistakes it is often hard to reconstruct what steps we skipped. But we 
won't get into trouble if we skip steps 2 and 5 in the above tree: 

1 Wx)Wy)Lxy (a, a), (a, b), (b, a), (a, b) 
2 Laa 1, V, V 
3 Lab 1, V, V 
4 Lba 1, V, V 
5 Lbb 1, V, V 

(In noting on line 1 what names I have used in instantiating the doubly 
universally quantified sentence '(Vx)(Vy)Lxy', I have written down the pain 
of names I have used, being careful to distinguish the order in which they 

occurred, and I wrote them to the right of the line simply because I did not 
have room on the left.) 

In fact, if you think you can get all branches to close by writing down just - 
some of the lines 2 to 5, write down only what you think you will need. But 
if in doing so you do not get all branches to close, you must be sure to come 
back and write down the instances you did not include on all open branches 
on which line 1 occurs. 

What about using the same shortcut for a doubly existentially quantified 
sentence? That is, is it all right to proceed as in this mini-tree? 

1 (3x)(3y)Lxy 
2 Lab 1, 3, 3, New names 

This is acceptable if you are very sure that the names you use to instan- 
tiate both existential quantifiers are both new names, that is, names that 
have not yet appeared anywhere on the branch. 

Our last shortcut does not really save much work, but everyone is 
tempted by it, and it is perfectly legitimate: You may drop double nega- 
tions anywhere they occur, as main connectives or within sentences. This 
step is fully justified by the law of substitution of logical equivalents from 
sentence logic. 

A final reminder: You may use these shortcuts only if and when your 
instructor judges that your proficiency is sufficient to allow you to use 
them safely. Also, do not try to omit other steps. Other shortcuts are too 
likely to lead you into errors. 

8-4. INFINITE TREES 

So far, truth trees have provided a mechanical means for testing argu- 
ments for validity and sentences for consistency, logical truth, logical con- 
tradiction, or logical equivalence. But if logic were a purely mechanical 
procedure it could not have enough interest to absorb the attention of 
hundreds of logicians, mathematicians, and philosophers. However, in 
one way, the truth tree method is not purely mechanical. 

Let's test the sentence '(Vx)(3y)Lxy' for consistency. That is, let's look 
for an interpretation which makes it true: 

d, c, b, a, 1 Wx)(3y)Lxy S 

42 (3y)Lay 1, V 
3 Lab 2, 3, New name 

J4  (3y)Lby 1, V 
5 Lbc 4, 3, New name 

J6 (3x)Lcy 1, V 
7 Lcd 6, 3,  New name 
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The tree starts with the universally quantified sentence '(Vx)(3y)Lxy'. At 
this point the tree has no names, so I pick a name, 'a', and use it to in- 
stantiate 1, giving 2. Line 2 is an existentially quantified sentence, so I 
must instantiate it with a new name, 'b', giving line 3. But having the new 
name, 'b', I must go back and make 1 true for 'b'. This produces 4, again 
an existentially quantified sentence, which calls up the new name, 'c'. Now 
I must go back once more to 1 and instantiate it with 'c', producing the 
existentially quantified 6 and the new name, 'd', in 7. I am going to have 
to return to 1 with 'd'. By this time you can see the handwriting on the 
wall. This procedure is never going to end! The tree is just going to keep 
on growing. What does this mean? What has gone wrong? 

Your immediate reaction may be that the troublesome new name re- 
quirement has clearly gummed up the works. The tree keeps on growing 
without end only because we keep needing to use a new name each time 
the existentially quantified sentence comes up. It's the new name from 
the existentiall; quantified sentence which has to be used to instantiate 
the universally quantified sentence which produces a new existentially 
quantified sentence which . . . and so on. 

On the other hand, we know that without the new name requirement, 
the method will not always do its job. So what should we make of this 
situation? 

First, let us understand what this infinite tree represents. It represents 
an interpretation with infinitely many names. The tree goes on forever, 
and corresponding to it we have a domain, D = {a,b,c,d, . . .}, and a 
specification that Lab & Lbc & Lcd & . . . . In other words, each object 
bears the relation L to the next. 

Perhaps you have noticed that we can simplify the interpretation by 
supposing that there really is only one object to which all of the infinitely 
many names refer. This gives an interpretation in which there is only one 
thing, a, such that 'Laa' is true. In this interpretation it is true that for 
each thing (there is only one, namely a) there is something (namely a 
itself) such that Laa. 

This is the last straw! you may well be saying to yourself. The new name 
requirement horribly complicates things, in this case by unnecessarily 
making the tree infinite. In this case the requirement prevents the 
method from finding the simplest interpretation imaginable which makes 
the original sentence true! 

In fact we could rewrite the rules so that they would find this simple 
interpretation in the present case. But then the new rules would have 
some analogue of the new name requirement, an analogue which would 
provide a similar difficulty in some other problem. Let us say a bit more 
specifically what the difficulty comes to. In the infinite tree we have seen, 
it is very easy to tell that the tree will go on forever. And it is easy to 
figure out what infinite interpretation the infinite tree will provide. But in 
more complicated problems it will not be so easy. The rub is that there 

can be no mechanical way which will apply to all cases to tell us, in some 
limited number of steps, whether or not the tree will eventually close. - 
There will always be cases in which, even after thousands of pages, we 
will still not know whether the tree will close in just a few more steps or 
whether it will go on forever. 

One can show that this problem, or some analogue of it, will come up 
no matter how we write the rules of logic. Indeed, this is one of the many 
exciting things about logic. The rules can be mechanically applied. But 
logic will always leave room for insight and ingenuity. For in difficult 
problems the mechanical rules may never tell you whether the tree will 
eventually close. In these cases you can find out only by being clever. 

Unfortunately, we must stop at this point. But I hope that all of you 
have been able to get a glimpse of one of the ways in which logic can be 
exciting. If you continue your study of logic beyond this course, you will 
come to understand why and how the problem of infinite trees is really a 
very general fact about all formulations of predicate logic, and you will 
understand the essential limitations of predicate logic in a much more 
thorough way. 

EXERCISES 

8-5. Test the following sentences to determine which are logical 
truths, which are contradictions, and which are neither. Show your 
work and state your conclusion about the sentence. Whenever you 
find a counterexample to a sentence being a logical truth or a con- 
tradiction, give the counterexample and state explicitly what it is a 
counterexample to. 

8-6. Use the truth tree method to test the following sets of sentences 
for consistency. In each case, state your conclusion about the sets of 
sentences, and if the set of sentences is consistent, give a model. 
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8-7. Use the truth tree method to determine which of the following 

are logically equivalent. Give counterexamples as appropriate. 

and Wx)Px & Wx)Qx 
and (3x)Px & (3x)Qx 

and Wx)Px v Wx)Qx 
and (3x)Px v (3x)Qx 
and (3x)Px 3 Wx)Qx 

and (Vx)Px 3 (3x)Qx 

and Wx)Px 3 Wx)Qx 
and (3x)Px 3 (3x)Qx 

(3y)Wx)ky 
and (3x)Bx & Wy)Hy 

8-8. Are the following arguments valid? If not, give a counterex- 
ample. 

(All cats are animals. Therefore all 
tails of cats are tails of animals.) 

CHAPTER SUMMARY EXERCISES 

Here are items from this chapter for you to review and record in 

summary: 

a) Contradiction 

b) Truth Tree Test for Contradictions 
c)  Logical Truth 

d) Truth Tree Test for Logical Truth 
e) Logical Equivalence 

f )  Truth Tree Test for Logical Equivalence 
g) Consistency 

h) Model 

i) Truth Tree Test for Consistency 

j) Three Permissible Truth Tree Shortcuts 
k) Infinite Trees 

8-4. I* Trees 137 



Identity, Functions, 
and Definite 
Descriptions 

9-1. IDENTITY 

Clark Kent and Superman would seem to be entirely different people. 
Yet it turns out they are one and the same. We say that they are Identical. 
Since identity plays a special role in logic, we give it a permanent relation 
symbol. We express 'a is identical to b' with 'a= b', and the negation with 
either '-(a = b)' or 'a # b'. 

'=' is not a connective, which forms longer sentences from shorter sen- 
tences. '= ' is a new logical symbol which we use to form atomic sentences 
out of names and variables. But as we did with the connectives, we can 
explain exactly how to understand '=' by giving truth conditions for 
closed sentences in interpretations. Just follow the intuitive meaning of 
identity: To say that s= t is to say that the thing named by s is identical 
to the thing named by t; that is, that the names s and t refer to the same 
object. (Logicians say that s and t have the same referent, or that they are 
Co-Referential.) To summarize 

'=' flanked by a name or a variable on either side is an atomic sentence. If 
s and t are names, t= s is true in an interpretation if s and t name the same 
thing. s = t  is false if s and t name different things. The negation of an 
identity sentence can be written either as -(s=t) or as s f  t. 

Identity is easy to understand, and it is extraordinarily useful in ex- 
pressing things we could not say before. For example, '(3x)' means that 

there is one or more x such that. . . . Let's try to say that there is exactly 
one x such that . . . , for which we will introduce the traditional expres- . 
sion '(3x!)' (read "E shriek"). We could, of course, introduce '(3x!)' as a 
new connective, saying, for example, that '(3x!)Bx1 is true in an interpre- 
tation just in case exactly one thing in the interpretation is B. But, with 
the help of identity, we can get the same effect with the tools at hand, 
giving a rewriting rule for '(gx!)' much as we did for subscripted quanti- 
fiers in chapter 4. 

To say that there is exactly one person (or thing) who is blond is to say, 
first of all, that someone is blond. But it is further to say that nothing else 
is blond, which w'e can reexpress by saying that if anything is blond, it 
must be (that is, be identical to) that first blond thing. In symbols, this is 
'(3x)[Bx & (Vy)(By 3 y = x)r. 

Before giving a general statement, I want to introduce a small, new 
expository device. Previously I have used the expression '(. . . u . . .)' to 
stand for an arbitrary sentence with u the only free variable. From now 
on I am going to use expressions such as P(u) and Q(u) for the same 
thing: 

Boldface capital letters followed by a variable in parentheses, such as P(u) 
and Q(u), stand for arbitrary sentences in which u, and only u, may be 
free. Similarly, R(u,v) stands for an arbitrary sentence in which at most u 
and v are free. 

In practice P(u), Q(u), and R(u,v) stand for open sentences with the 
indicated variable or variables the only free variable. However, for work 
in Part I1 of this Volume, I have written the definition to accommodate 
degenerate cases in which u, or u and v, don't actually occur or don't 
occur free. If you are not a stickler for detail, don't worry about this 
complication: Just think of P(u), Q(u), and R(u,v) as arbitrary open sen- 
tences. But if you want to know why I need, to be strictly correct, to cover 
degenerate cases, you can get an idea from exercise 13-3. 

With this notation we can give the E! rewrite rule: 

Rub for reuniting 31: For any open formula P(u) with u a free variable, 
(3u!)P(u) is shorthand for (3u)[P(u) & (v)(P(v) 3 v=u)], where v is free for 
u in P(u), that is, where v is free at all the places where u is free in P(u). 

Once you understand how we have used '=' to express the idea that 
exactly one of something exists, you will be able to see how to use '=' to 
express many related ideas. Think through the following exemplars until 
you see why the predicate logic sentences expresses what the English ex- 
presses: 

There are at least two x such that Fx: 
(3x)(3y)[x f y & Fx & Fy]. 
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There are exactly two x such that Fx: 
(3x)(3y){xf y & Fx & Fy & (Vz)[Fz 3 (z = x  v z=y)]). 

There are at most two x such that Fx: 
(Vx)(Vy)(Vz)[(Fx & Fy & Fz) 3 (x= y v x =  z v y = z)]. 

We can also use '=' to say some things more accurately which previ- 
ously we could not say quite correctly in predicate logic. For example, 
when we say that everyone loves Adam, we usually intend to say that 
everyone other than Adam loves Adam, leaving it open whether Adam 
loves himself. But '(Vx)' means absolutely everyone (and thing), and thus 
won't exempt Adam. Now we can use '=' explicitly to exempt Adam: 

Everyone loves Adam (meaning, everyone except possibly Adam himself): 
(Vx)(x f a 3 Lxa). 

In a similar way we can solve a problem with transcribing 'Adam is the 
tallest one in the class'. The problem is that no one is taller than themself, 
so we can't just use '(Vx)', which means absolutely everyone. We have to 
say explicitly that Adam is taller than all class members except Adam. 

Adam is the tallest one in the class: 
(Vx)[(Cx & x f  a) 3 Tax]. 

To become familiar with what work '=' can do for us in transcribing, 
make sure you understand the following further examples: 

Everyone except Adam loves Eve: 
(Vx)(xf a 3 Lxe) & - b e .  

Only Adam loves Eve: 
(Vx)(Lxe = x = a), or  Lae & (Vx)(Lxe 3 x = a). 

Cid is Eve's only son: 
(Vx)(Sxe = x=c), or  Sce & (Vx)(Sxe 3 x=c). 

EXERCISES 

9 - 1 .  Using Cx: x is a clown, transcribe the following: 

a) There is at least one clown. 

b) There is no more than one clown. 

c) There are at least three clowns. 

d) There are exactly three clowns. 

e) There are at most three clowns. 

9-2. Use the following transcription guide: 

a: Adam Sxy: x is smarter than y 

e: Eve Qxy: x is a parent of y 
Px: x is a person Oxy: x owns y 
Rx: x is in the classroom Mxy: x is a mother of y 
Cx: x is a Cat 
Fx: x is furry 

Transcribe the following: 

Three people love Adam. (Three or more) 

Three people love Adam. (Exactly three) 

Eve is the only person in the classroom. 

Everyone except Adam is in the classroom. 

Only Eve is smarter than Adam. 

Anyone in the classroom is smarter than Adam. 

Eve is the smartest person in the classroom. 

Everyone except Adam is smarter than Eve. 

Adam's only cat is furry. 

Everyone has exactly one maternal grandparent. 

No one has more than two parents. 

9-2. INFERENCE RULES FOR IDENTITY 

You now know what '=' means, and you have practiced using '=' to say 
various things. You still need to learn how to use '=' in proofs. In this 
section I will give the rules for '=' both for derivations and for trees. If 
you have studied only one of these methods of proof, just ignore the rules 
for the one you didn't study. 

As always, we must guide ourselves with the requirement that our rules 
be truth preserving, that is, that when applied to sentences true in an 
interpretation they should take us to new sentences also true in that inter- 
pretation. And the rules need to be strong enough to cover all valid ar- 
guments. 

To understand the rules for both derivations and trees, you need to 
appreciate two general facts about identity. The first is that everything is 
self-identical. In any interpretation which uses the name 'a', 'a=al will be 
true. Thus we can freely use statements of self-identity. In particular, self- 
identity should always come out as a logical truth. 

The second fact about identity which our rules need to reflect is 
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just this: If a=b,  then anything true about a is true about b, and con- 
versely. 

I'm going to digress to discuss a worry about how general this second 
fact really is. For example, if Adam believes that Clark Kent is a weakling 
and if in addition Clark Kent is Superman, does it follow that Adam be- 
lieves that Superman is a weakling? In at least one way of understanding 
these sentences the answer must be "no," since Adam may well be labor- 
ing under the false belief that Clark Kent and Superman are different 
people. 

Adam's believing that Clark Kent is a weakling constitutes an attitude 
on Adam's part, not just toward a person however named, but toward a 
person known under a name (and possibly under a further description as 
well). At least this is so on one way of understanding the word 'believe'. 
On this way of understanding 'believe', Adam's attitude is an attitude not 
just about Clark Kent but about Clark Kent under the name 'Clark Kent'. 
Change the name and we may change what this attitude is about. What is 
believed about something under the name 'a' may be different from what 
is believed about that thing under the name 'b', whether or not in fact 
a=b.  

This problem, known as the problem of substitutivity into belief, and 
other so-called "opaque" or "intensional" contexts, provides a major re- 
search topic in the philosophy of language. I mention it here only to make 
clear that predicate logic puts it aside. An identity statement, 'a= b', is true 
in an interpretation just in case 'a' and 'b' are names of the same thing in 
the interpretation. Other truths in an interpretation are specified by say- 
ing which objects have which properties, which objects stand in which 
relations to each other, and so on, irrespective of how the objects are 
named. I n  predicate logic all such facts must respect identity. 

Thus, in  giving an interpretation of a sentence which uses the predicate 
'B', one must specify the things in the interpretation, the names of these 
things, and then the things of which 'B' is true and the things of which 
'B' is false. It is most important that this last step is independent of which 
names apply to which objects. Given an object in the interpretation's do- 
main, we say whether or  not 'B' is true of that object, however that thing 
happens to  be named. Of course, we may use a name in saying whether 
or  not 'B' is true of an object-indeed, this is the way I have been writing 
down interpretations. But since interpretations are really characterized by 
saying which predicates apply to which objects, if we use names in listing 
such facts, we must treat names which refer to the same thing, so-called 
Co-Referential Names, in the same way. If 'a' and 'b' are names of the same 
thing and  if we say that 'B' is true of this thing by saying that 'Ba' is true, 
then we must also make 'Bb' true in the interpretation. 

In short, given the way we have defined truth in an interpretation, if 

'a= b' is true in an interpretation, and if something is true of 'a' in the 
interpretation, then the same thing is true of 'b' in the interpretation. - 
Logicians say that interpretations provide an Extensional Semantics for 
predicate logic. "Semantics" refers to facts concerning what is true, and 
facts concerning meaning, insofar as rules of meaning have to do with 
what comes out true in one or another circumstance. "Extensional" means 
that the Extension of a predicate-the collection of things of which the 
predicate is true-is independent of what those things are called. Parts of 
English (e.g., 'Adam believes Clark Kent is a weakling') are not exten- 
sional. Predicate logic deals with the special case of extensional sentences. 
Because predicate logic deals with the restricted and special case of exten- 
sional sentences, in predicate logic we can freely substitute one name for 
another when the names name the same thing. 

Now let's apply these two facts to write down introduction and elimi- 
nation rules for identity in derivations. Since, for any name, s, s = s  is 
always true in an interpretation, at any place in a derivation which we can 
simply introduce the identity statement s = s: 

I Where r is any name. 

If s does not occur in any governing premises or assumptions, it occurs 
arbitrarily and gets a hat. To  illustrate, let's demonstrate that '(Vx)(x= x)' 
is a logical truth: 

The second fact, that co-referential names can be substituted for each 
other, results in the following two rules: 

The indicated substitutions may be for any number of occurrences of the 
name substituted for. 

T o  illustrate, let's show that '(Vx)(Vy)[x = y 3 (Fx 3 Fy)]' is a logical 
truth: 
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Now we'll do the rules for trees. We could pmceed much as we did with 
derivations and require that we write identities such as 'a=a' wherever 
this will make a branch close. An equivalent but slightly simpler rule in- 
structs us to close any branch on which there appears a negated self-iden- 
tity, such as 'afa'. This rule makes sense because a negated self-identity 
is a contradiction, and if a contradiction appears on a branch, the branch 
cannot represent an interpretation in which all its sentences are true. In 
an exercise you will show that this rule has the same effect as writing self- 
identities, such as 'a=a', wherever this will make a branch close. 

Rule f : For any name, s, if s f  s appears on a branch, close the branch. 

Let's illustrate by proving '(Vx)(x =x)' to be a logical truth: 

J1 -(Vx)(x=x) -S 
J 2  (3x)(xf X) 1, -V 

3  a f a  2 ,  3 
X 

The second rule for trees looks just like the corresponding rules for 
derivations. Substitute co-referential names: 

Rule =: For any names, s and t,  if s = t  appears on a branch, substitute 
s  for t and t for s in any expression on the branch, and write the result at 
the bottom of the branch if that sentence does not already appear on the 
branch. Cite the line numbers of the equality and the sentence into which 
you have substituted. But d o  not check either sentence. Application of this 
rule to a branch is not completed until either the branch closes or until all 
such substitutions have been made. 

Let's illustrate, again by showing '(Vx)(Vy)[x= y 3 (Fx 3 Fy)]' to be a 
logical truth: 

J1 -(Vx)(Vy)lx=y 3 (Fx 3 Fy)l 
J 2  (3x)(3y)-Ix=y 3 (Fx 3 Fy)l 
J 3  -[a=b > (Fa 3 Fb)] 

4 a = b  

4 5  -(Fa 3 Fb) 
6 Fa 
7 -Fb 
8 -Fa 

X 

Before closing this discussion of identity, I should mention that identity 
provides an extreme example of what is called an Equivalence Relation. 
Saying that identity is an equivalence relation is to attribute to it the fol- 
lowing three characteristics: 

Identity is Reflexive. Everything is identical with' itself: (Vx)(x=x). In general, 
to say that relation R is reflexive is to say that (Vx)R(x,x). 

Identity is Symmetric. If a first thing is identical with a second, the second is 
identical with the first: (Vx)(Vy)(x= y 3 y = x). In general, to say that relation 
R is symmetric is to say that (Vx)(Vy)(R(x,y) 3 R(y,x)). 

Identity is Transitive. If a first thing is identical with a second, and the sec- 
ond is identical with a third, then the first is identical with the third: 
(Vx)(Vy)(Vz)[(x = y & y = z) 3 x = z]. In general, to say that relation R is tran- 
sitive is to say that (Vx)(Vy)(Vz)[(R(x,y) & R(y,z)) 3 R(x,z)]. 

You can prove that identity is an equivalence relation using either deri- 
vations or trees. 

Here are some other examples of equivalence relations: being a member 
of the same family, having (exactly) the same eye color, being teammates 
on a soccer team. Items which are related by an equivalence relation 
can be treated as the same for certain purposes, depending on the rela- 
tion. For example, when it comes to color coordination, two items with 
exactly the same color can be treated interchangeably. Identity is the ex- 
treme case of an equivalence relation because "two" things related by 
identity can be treated as the same for all purposes. 

Equivalence relations are extremely important in mathematics. For ex- 
ample two numbers are said to be Equul Modulo 9 if they differ by an 
exact multiple of 9. Equality modulo 9 is an equivalence relation which is 
useful in checking your arithmetic (as you know if you have heard of the 
"rule of casting out 9s"). 

9-3. Show that each of the two = E  rules can be obtained from the 
other, with the help of the = I  rule. 
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9-4. Show that the rule f is equivalent to requiring one to write, on 
each branch, self-identities for each name that occurs on the branch. 

Do the following three exercises using derivations, trees, or both: 

9-5. Show that the following are logical truths: 

9-6. Show that (3x)(Vy)(Fy = y = x) and (3x!)Fx are logically equiv- 
alent. 

9-7. Prove that = is an equivalence relation. 

9-8. Show the validity of the following arguments: 

a) (Vx)(x= a 3 Fx) b) Fa C) (3x)(Fx & x = a )  

Fa (Vx)(x = a 3 Fx) Fa 

d) (Vx)(x= a 3 Fx) e) Pa f l  a = b  
(VX)(FX 3 ~ b )  ( 3 y ) ( y = a & y = b )  

9-9. 1 stated that being teammates on a soccer team is an equiva- 
lence relation. This is right, on the assumption that no one belongs 
to more than one soccer team. Why can the relation, being teammata 

9-3. FUNCTIONS 

on a soccer team, fail to be an equivalence relation if someone belongs 
to two teams? Are there any circumstances under which being team- 
mates on a soccer team is an equivalence relation even though one 
or more people belong to more than one team? 

Often formal presentations of functions leave students bewildered. But if 
you have done any high school algebra you have an intuitive idea of a 
function. So let's start with some simple examples from algebra. 

For our algebraic examples, the letters 'x', 'y', and 'z' represent variables 
for numbers. Consider the expression 'y = 2x + 7'. This means that if 
you put in the value 3 for x you get the value 2 x 3 + 7 = 13 for y. If 
you put in the value 5 for x, you get the value 2 x 5 + 7 = 17 for y. Thus 
the expression 'y = 2x + 7' describes a rule or formula for calculating a 
value for y if you give it a value for x. The formula always gives you a 
definite answer. Given some definite value for x, there is exactly one value 
for y which the formula tells you how to calculate. 

Mathematicians often use expressions like 'f(x)' for functions. Thus, in- 
stead of using the variable y in the last example, I could have written 'f(x) 
= 2x + 7' This means exactly what 'y = 2x + 7' means. When you put 
in a specific number for x, 'f(x)' serves as a name for the value y, so that 
we have y = flx). In particular, 'f(3) is a name for the number which 
results by putting in the value 3 for x in 2x + 7. That is, 'f(3)' is a name 
for the number 13, the number which results by putting in the value 3 
for x in f(x) = 2x + 7. 

This is all there is to functions in logic. Consider the name 'a'. Then 
'f(a)' acts like another name. To what does 'f(a)' refer? That depends, of 
course, on what function f( ) is, which depends on how 'f( )' is inter- 
preted. In specifying an interpretation for a sentence in which the func- 
tion symbol 'f( )' occurs, we must give the rule which tells us, for any 
name s, what object f(s) refers to. When we deal with interpretations in 
which there are objects with no names, this must be put a little more 
abstractly: We must say, for each object (called the Argument of the func- 
tion), what new object (called the Value of the function) is picked out by 
the function f( ) when f( ) is applied to the first object. The function 
must be well defined, which means that for each object to which it might 
be applied, we must specify exactly one object which the function picks 
out. For each argument there must be a unique value. 

So far I have talked only about one place functions. Consider the ex- 
ample of the mathematical formula 'z = 3x + 5y - 8'. which we can also 
write as 'z = g(x,y)' or as 'g(x,y) = 3x + 5y - 8'. Here g( , ) has two 

' 
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arguments. You give the function two input numbers, for example, x = 

2 and y = 4, and the function gives you a single, unique output-in this 
case, the number 3 x 2 + 5 x 4 - 8 = 18. Again, the idea carries over to 
logic. If 'g( , )' is a two place function symbol occurring in a sentence, 
in giving an interpretation for the sentence we must specify the unique 
object the function will pick out when you give it a pair of objects. If our 
interpretation has a name for each object the same requirement can be 
expressed in this way: For any two names, s and t, 'g(s,t)' refers to a 
unique object, the one picked out by the function g( , ) when g( , ) 

is applied to the arguments s and t. We can characterize functions with 
three, four, or any number of argument places in the same kind of way. 

To  summarize 

The interpretation of a one place function specifies, for each object in the 
interpretation's domain, what object the function picks out as its value when 
the function is applied to the first object as its argument. The interpretation 
of a two place function similarly specifies a value for each pair of arguments. 
Three and more place functions are interpreted similarly. 

Incidentally, the value of a function does not have to differ from the 
argument. Depending on the function, these may be the same or they 
may be different. In particular, the trivial identity function defined by 
(Vx)(f(x) = X) is a perfectly well-defined function. 

In the last sentence I applied a function symbol to a variable instead of 
a name. How should you understand such an application? In an interpre- 
tation, a name such as 'a' refers to some definite object. A variable symbol 
such as 'x' does not. Similarly, 'f(a)' refers to some definite object, but Xx)' 
does not. Nonetheless, expressions such as 'f(x)' can be very useful. The 
closed sentence '(Vx)Bf(x)' should be understood as saying that every 
value of 'f(x)' has the property named by 'B'. For example, let us under- 
stand 'Bx' as 'x is blond' and 'f(x)' as referring to the father of x. That is, 
for each person, x, f(x) is the father of x, so that Xa)' refers to Adam's 
father, Xe)' refers to Eve's father, and so on. Then '(Vx)Bf(x)' says that 
everyone's father is blond. 

In sum, function symbols extend the kind of sentences we can write. 
Previously we had names, variables, predicate symbols, and connectives. 
Now we introduce function symbols as an extension of the category of 
names and variables. This involves the new category called Tern: 

We extend the vocabulary of predicate logic to include Function Symboh, 
written with lowercase italicized letters followed by parentheses with places 
for writing in one, two, or more arguments. 

All names and variables are T e r n .  A function symbol applied to any term 
or terms (a one place function symbol applied to one term, a two place 
function symbol applied to two terms, etc.) is again a term. Only such 
expressions are terms. 

In forming sentences, terms function exactly as do names and variables. 
One may be written after a one place predicate, two after a two place pred- 
icate, and so on. 

Do not confuse function symbols (lowercase italicized letters followed 
by parentheses with room for writing in arguments) with such expressions 
as P(u) and R(u,v). These latter expressions are really not part of predi- 
cate logic at all. They are part of English which I use to talk about arbi- 
trary open predicate logic sentences. 

Notice that these definitions allow us to apply functions to functions: If 

'f( )' is a one place function symbol, 'f(f(a))' is a well-defined term. In 
practice, we leave out all but the innermost parentheses, writing 'f(f(a))' as 
tff(a)' What does such multiple application of a function symbol mean? 
Well, if f(x) = x2, then ff(x) is the square of the square of x. If x = 3, 
thenff(3) = (3')' = 9* = 81. In general, you determine the referent of- 
that is, the object referred to by -ma)' as follows: Look up the referent 
of 'a'. Apply the function f to that object to get the referent of 'f(a)'. Now 
apply f a second time to this new object. The object you get after the 
second application off is the referent of tff(a)'. 

Function symbols can be combined to form new terms in all kinds of 
ways. If 'f( )' is a one place function symbol and 'g( , )' is a two place 
function symbol, the following are all terms: 'f(a)', Xy)', 'g(a,x)', 'fg(a,x)'- 

that is, flg(aA1. 'g[f(a), f(b)l', and gf.f(x), g(a,b)l'. 
We need one more definition: 

A term in which no variables occur is called a Consant or a Constant Term. 

Only constant terms actually refer to some specific object in an interpre- 
tation. But closed sentences which use nonconstant terms still have truth 
values. In applying the truth definitions for quantifiers, we form substi- 
tution instances, substituting names for variables within function symbols 
as well as elsewhere. Thus, in applying the definition for the truth of a 
universally quantified sentence in an interpretation to '(Vx)Laf(x)', we 
look at the substitution instances ' 4 ( a ) ' ,  'Laf(b)', 'Laf(c)', and so on. We 
then look to see if the relation L holds between a and the object f(a), 
between a and the object f(b), and so on. Only if all these instances hold 
is '(Vx)Laf(x)' true in the interpretation. 

The rules for functions simply reflect the fact that constant terms 
formed by applying function symbols to other constant terms have defi- 
nite referents, just as names do. However, the generality of these new 
referring terms may be restricted. For example, the constant function f 
defined by (Vx)(f(x) = a) can only refer to one thing, namely, a. Thus, 
when it is important that nothing be assumed about a constant term we 
must use a name and not a function symbol applied to another constant 
term. 
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For derivations this means that we should treat constant terms all alike 
in applying the rules VE and 31. In applying 3E, our isolated name must 
still be a name completely isolated to the subderivation to which the 3E 
rule applies. (Strictly speaking, if you used an isolated function symbol 
applied to an isolated name, no difficulty would arise. But it's simpler just 
to let the isolated name requirement stand as a requirement to use an 
isolated name.) 

In applying VI only names can occur arbitrarily. For example, we must 
never put a hat on a term such as 'f(a)'. The hat means that the term 
could refer to absolutely anything, but often the value of a function is 
restricted to only part of an interpretation's domain. So we can't apply VI 
to a function symbol. However, if a name appears in no governing prem- 
ise or assumption and occurs as the argument of a function symbol, we 
can apply VI to the name. For example, if 'a' appears in no governing 
premise or assumption, we could have 'Bf(2)' as a line on a derivation, to 
which we could apply VI to get '(x)Bf(x)'. To summarize 

In derivations, treat all constant terms alike in applying VE and 31. Apply 
VI and 3E only to names. 

Let's try this out by showing that '(Vx)(3y)(f(x) = y)' is a logical truth. 
This sentence says that for each argument a function has a value. The 
way we treat functions in giving interpretations guarantees that this state- 
ment is true in all interpretations. If our rules are adequate, this fact 
should be certified by the rules: 

Note that this derivation works without any premise or assumption. = I  
allows us to introduce the identity of line 1. Since 'a' does not occur in 
any governing premise or assumption, it occurs arbitrarily, although the 
larger term 'f(a)' does not occur arbitrarily. 'a' could refer to absolutely 
anything-that is, the argument to which the function is applied could be 
any object at all. However, the result of applying the function f to this 
arbitrary object might not be just anything. In line 2 we apply 31 to the 
whole term 'f(a)', not just to the argument 'a'. This is all right because we 
are existentially, not universally, generalizing. If f(5) =f(l), then f(2) is 
identical with something. Finally, in line 3, we universally generalize on 
the remaining arbitrarily occurring instance of 'a'. 

Let's try something harder. '(Vx)(3y)lf(x) = y & (Vz)(f(x) = z 3 z = y)]' 
says that for each argument the function f has a value and furthermore 
this value is unique. Again, the way we treat functions in giving interpre- 

tations guarantees that this statement is true in all interpretations. So our 
rules had better enable us to show that this sentence is a logical truth: 

One more example will illustrate 3E and VE as applied to terms using 
function symbols. Note carefully how in applying VE the constant term to 
use in this problem is not a name, but 'f(a)', a function symbol applied to 
a name: 

Similar thinking goes into the rules for trees. All constant terms act as 
names when it comes to the rule V. But for the rule 3 we want a name 
that could refer to anything in the interpretation-that was the reason for 
requiring that the name be new to the branch. So for 3 we need a new 
name, which must be a name, not a function symbol, applied to another 
constant term: 

In trees, instantiate all universally quantified sentences with all constant 
terms that occur along the branch, unless the branch closes. Instantiate each 
existentially quantified sentence with a new name. 

Let us illustrate the new rules with the same sentence as before, 
'(Vx)(3y)lf(x) = y & (Vz)(f(x) = z 3 z = y)]'. As I mentioned, this sentence 
says that f has a unique value for each argument. Since the way we treat 
functions in giving interpretations ensures that this sentence is true in all 
interpretations, our rules had better make this sentence come out to be a 
logical truth: 
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-(Vx)(3y){f(x) = y & (Vz)[f(x) = z 3 z = yl} 
(3x)(Vy)-{f(x) = y & (Vz)[f(x) = z 3 z = yl} 

Notice that to get everything to close I used the term 'f(a)' in substitut- 
ing into line 3. Also, note that the right branch does not close at line 9. 
Line 9 is not, strictly speaking, the negation of line 8 since, strictly speak- 
ing, 'f(a) = b' and 'b = f(a)' are different sentences. 

The occurrence of functions in trees has an unpleasant feature. Sup- 
pose that a universally quantified sentence such as '(Vx)Pf(x)' appears on 
a tree. This will be instantiated, at least once, say, with 'a', giving 'Pf(a)'. 
But now we have a new constant, 'f(a)', which we must put into '(Vx)Pf(x))' 
giving 'Pff(a)'. This in turn gives us a further constant, 'ff(a)'-and clearly 
we are off on an infinite chase. In general, open trees with function sym- 
bols are infinite when, as in '(Vx)Pf(x)', a function symbol occurs as a non- 
constant term inside the scope of a universal quantifier 

EXERCISES 

9-10. Provide derivations andor trees to establish that the following 
are logical truths: 

9-1 1. Provide derivations andor trees to establish the validity of the 
following arguments: 

9-4. DEFINITE DESCRIPTIONS 

Let's transcribe 

(1)  T h e  one who loves Eve is blond. 

We need a predicate logic sentence which is true when (1) is true and 
false when it is false. If there is exactly one person who loves Eve and this 
person is blond, (1) is true. If this person is not blond, (1) clearly is false. 
But what should we say about (1) if no one loves Eve, or more than one 
do? 

If no one, or more than one love Eve, we surely can't count (1) as true. 
If we insist that every sentence is true or false, and since (1) can't be true 
if none or more than one love Eve, we will have to count (1) as false under 
these conditions. Thinking about (1) in this way results in transcribing 
it as 

(la) (3x!)(Lxe & Bx). 

which is true if exactly one person loves Eve and is blond, and is false if 
such a person exists and is not blond or if there are none or more than 
one who love Eve. 

From a perspective wider than predicate logic with identity we do not 
have to take this stand. We could, instead, suggest that there being exactly 
one person who loves Eve provides a precondition for, or a Presupposition 

of, the claim that the one who loves Eve is blond. This means that the 
condition that there is exactly one person who loves Eve must hold for (1) 
to be either true or false. If the presupposition holds-if there is exactly 
one person who loves Eve-then (1) is true if this unique person is blond 
and false if he or she is not blond. If the presupposition fails-if there is 
none or more than one who love Eve-then we say that (1) is neither true 
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nor false. One can design more complex systems of logic in which to for- 
malize this idea, but predicate logic with identity does not have these re- 
sources. Hence, (la) is the best transcription we can provide. 

Grammatically, 'the one who loves Eve' functions as a term. It is sup- 
posed to refer to something, and we use the expression in a sentence by 
attributing some property or relation to the thing purportedly referred 
to. We can mirror this idea in predicate logic by introducing a new kind 
of expression, (The u)P(u), which, when there is a unique u which is P, 
refers to that object. We would then like to use (The u)P(u) like a name 
or other constant term in combination with predicates. Thus we would 
transcribe (1) as 

( lb) B(The x)Lxe. 

Read this as the predicate 'B' applied to the "term" '(The x)Lxe'. 'The one 
who loves Eve' and '(The x)Lxe' are called Dejinite Descriptions, respec- 
tively in English and in logic. Traditionally, the definite description form- 

But what should we say in predicate logic about the transcription of 
(2)? We can see (2) as the negation of (1) in two very different ways. We 
can see (2) as the definite description '(The x)Lxe applied to the negated 
predicate '-B' in which case we have 

(2a) -B(The x)Lxe, rewritten as (3x!)(Lxe & -Bx). 

When we think of (1) and (2) this way, we say that the definite description 
has Primary Occurrence or Wide Scope. 

Or we can see (2) as the negation of the whole transcribed sentence: 

(2b) -[B(The x)Lxe], rewritten as -(3x!)(Lxe & Bx). 

Thinking of (1) and (2) in this second way, we say that the definite de- 
scription has Secondary Occurrence or Narrow Scope. When transcribing an 
English sentence with a definite description into logic, you will always 
have to make a choice between treating the definite description as having 

ing operator, (The u), is written with an.upside-down Greek letter iota, primary or secondary occurrence. 

 like this: (LU)P(U). 
Here are some examples of definite descriptions transcribed into pred- 

icate logic: 

a) The present king of France: (The x)Kx. 

b) The blond son of Eve: (The x)(Bx & Sxe). 

c) The one who loves all who love themselves: (The x)(Vy)(Lyy > Lxy). 

But we can't treat (The x)P(x) like an ordinary term, because sometimes 
such "terms" don't refer. Consequently, we need a rewriting rule, just as 
we did for subscripted predicates and '(gx!)', to show that expressions like 
(lb) should be rewritten as (la): 

Rule for rewriting Definite Descriptions Using '(The u)': Q[(The u)P(u)] is 
shorthand for (3u!)[P(u) & Q(u)], where P(u) and Q(u) are open formulas 
with u the only free variable. 

This treatment of definite descriptions works very smoothly, given the 
limitations of predicate logic. It does, however, introduce an oddity about 
the negations of sentences which use a definite description. How should 
we understand 

(2) The one who loves Eve is not blond. 

Anyone who holds a presupposition account will have no trouble with 
(2): They will say that if the presupposition holds, so that there is just one 
person who loves Eve, then (2) is true if the person is not blond and false 
if he o r  she is blond. If the presupposition fails, then (2), just as (I), is 
neither true nor false. 

EXERCISES 

Transcription Guide 

a: Adam Dx: x is dark-eyed 

e: Eve Fxy: x is a father of y 
c: Cain Sxy: x i s a s o n o f y  

Bx: x is blond Cxy: x is more clever than y 
Lxy: x loves y 

9-12. Transcribe the following. Expressions of the form (The u) and 
(gu!) should not appear in your final answers. 

The son of Eve is blond. 

The son of Eve is more clever than Adam. 

Adam is the father of Cain. 

Adam loves the son of Eve. 

Adam loves his son. 

Cain loves the blond. 

The paternal grandfather of Adam is dark-eyed. 

The son of Eve is the son of Adam. 

The blond is more clever than the dark-eyed one. 

The most clever son of Adam is the father of Eve. 

The son of the father of Eve is more clever than the father of the 
son of Adam. 



9-13. Transcribe the negations of the sentences of exercise 9-12,, 
once with the definite description having primary occurrence and 
once with secondary occurrence, indicating which transcription is 
which. Comment on how you think the notions of primary and sec- 
ondary occurrence should work when a sentence has two definite 
descriptions. 

CHAPTER SUMMARY EXERCISES 

This chapter has introduced the following terms and ideas. Sum- 
marize them briefly. 

Identity 
Referent 
Co-Referential 

@PI) 
Self-Identity 

Extensional 
Extensional Semantics 

Rule = I  for Derivations 
Rule = E for Derivations 
Rule = for Trees 

Rules # for Trees 
Reflexive Relation 

Symmetric Relation 

Transitive Relation 
Equivalence Relation 
Function 
One Place Function 

Two and Three Place Functions 

Arguments of a Function 
Function Symbols 

Term 
Constant, or Constant Term 
Rules for Function Symbols in Derivations 

Rules for Function Symbols in Trees 
Presupposition 
Definite Description 

Rewrite Rule for Definite Descriptions 
Primary Occurrence (Wide Scope) of a Definite Description 

Secondary Occurrence (Narrow Scope) of a Definite Description 



Metatheory 

The Basic Concepts 

10-1. OBJECT LANGUAGE AND METALANGUAGE 

In metatheory, we analyze and prove facts about logic, as opposed to us- 
ing logic. To proceed clearly, we must bear in mind that the language in 
which we do logic is distinct from the language in which we study logic- 
that is, that the language of sentence and predicate logic is distinct from 
English. The distinction has been implicit throughout the text. It is time 
to make this distinction explicit and give it a name. 

Since the language of sentence and predicate logic is the language we 
study and talk about, we call it an Olrjct language. 

An OljcGt Language is a language we study and talk abut Our object lan- 
guage is the language of sentence and predicate logic. 

Our object language has an infinite stock of sentence letters, names, one 
place predicates, two place predicates, and in general, n-place predicates. 
(In section 15-5 we also add function symbols.) 

We contrast our object language with the language, called a Mehhn- 
guage, which we use to talk about our object language. Our metalanguage 
is English, to which we add a few convenient items. Most of these you 
have already seen. For example, think about how we have been using 
boldface capital 'X' and 'Y' to range over sentences in the object language. 
In so doing, we are really using 'X' and 'Y as a simple extension of En- 
glish, as a new linguistic device which we use in talking about the lan- 
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guage of sentence and predicate logic. We have used 's', r', 'u', 'v', 'P(u)', 
and 'R(u,v)' similarly. Since these are variables used in the metalanguage 
to range over object language sentences, names, variables, and open sen- 
tences, we call them Metavariables. 

I will now add three more kinds of metavariables to be used as part of 
English in talking about our object language. I will use boldface script 
capitals 'X', 'Y', and '2' to talk generally about sets of object language 
sentences. A set of sentences is just a collection of one, two, or more sen- 
tences where the order of the sentences does not matter. I will also in- 
clude among sets of sentences infinite sets, with infinitely many sentences 
in them, and the somewhat funny case of the Empty Set, that is, the de- 
generate case in which the set contains nothing. 

Next, I will use 'I', 'J', . . . as metavariables ranging over interpreta- 
tions. When, as in chapter 15, we will be concerned with predicate logic 
sentences, interpretations will be described by a generalization of the idea 
I introduced in chapter 2. For chapters 11 to 14, in which we will be 
concerned only with sentence logic, interpretations will just be assign- 
ments of truth values to atomic sentence letters, that is, specifications of 
conditions which determine truth values for sentence logic sentences. I 
will use 'I' and 'J' as part of English to talk generally about interpretations, 
as when I say that two sentences, X and Y, are logically equivalent if and 
only if, for each I which is an interpretation of both X and Y, either X 
and Y are both true in I or X and Y are both false in I. 

As a last metavariable I will use 'T' to range over truth trees. 
I will also add to English the special symbol 1' as an abbreviation of the 

word 'Therefore'. Z\X stands for the argument which has sentences in the 
set Z as its premises and X as its conclusion. This is exactly what I have 
previously written as "Z. Therefore X." I did not previously introduce 1' 
as an abbreviation for 'therefore' because I wanted to be sure that you 
did not mistakenly think that 1' was part of the object language. But now 
that we have made the object languagelmetalanguage distinction explicit, 
I can introduce 1' as an abbreviation for 'therefore' and ask you to be 
careful to understand that 1' is an abbreviation in English, not a connec- 
tive of the object language we are studying. T o  summarize 

A Metulanguuge is a language, distinct from the object language, which we 
use to talk about the object language. Our metalanguage is English, aug- 
mented with metavariables as follows: 'X', 'Y', 'Z', . . . range over object 
language sentences; 'X, 'I", 'Z', . . . range over sets of object language sen- 

*Only after typesetting made large-scale changes in type a practical impossibility, I 
learned that the compositor's capital boldface italic was almost indistinguishable from the 
roman boldface type. However, I have used Z everywhere as my metavariable for sets of 
sentences, with only two minor exceptions (where I use W); and Z never occurs as a meta- 
variable for sentences. By remembering that Z ranges over sets of sentences. I hope that the 
reader will be able to make the needed contrast. I regret not having provided a truly dis- 
tinctive typeface. 

tences*; 's', 't', . . . range over names in the object language; 'u', 'v', . . . 
range over variables of the object language; 'P(u)' and 'R(u, v)' . . . range 
over sentences of the object language in which u (or u and v) may be free; 
'I1, 'J', . . . range over interpretations; and T' ranges over trees. We also 
use 9' as an abbreviation for 'therefore' in the metalanguage, so that 'Z\X 
stands for the argument with premises taken from the sentences in the set 
Z and conclusion the sentence X. 

T o  understand better the interplay between object and metalanguage, 
you also need to understand the distinction between Use and Mention. 
Let's talk for a moment about Adam: In so doing I mention (that is, I 
refer to) this person. I might say about Adam that he is blond. Now, let 
us talk, not about the person, Adam, but about this person's name, 
'Adam'. For example, I might say that 'Adam' is spelled with four letters. 
Note how I accomplished this. T o  talk about the name, I take the name 
and enclose it in single quotation marks. If I use the name without quotes, 
I use the name to mention (that is, to talk about) the person. If I use the 
name enclosed in quotes, I use the quoted name-really a name of the 
name-to mention (talk about) the name. 

Throughout this text I have tried hard (but not always successfully!) to 
observe the distinction between use and mention. Thus, when in the text 
I have talked about an object language sentence, such as 'A&B', I have 
been careful always to enclose it in quotes. When such a sentence is dis- 
played as an example, like this 

I omit the quotes. This is because of the convention, universal in logic 
and philosophy, that offsetting a formal expression functions just like 
quoting it, so that you know that we are talking about what has been 
displayed rather than using what is displayed to make a statement or  ref- 
erence. 

In contrast, when I use a metavariable I do not put quotes around it. 
Thus I might say that if the sentence X is a conjunction, then X contains 
the symbol I&'. Notice that there are no quotes around the boldface letter. 
This is because I was using it to make a general statement, not mention- 
ing the letter. In contrast, I do use quotes when I mention (that is, talk 
about) the boldface letter, as in the following statement: In the previous 
example I used the symbol 'X' as an example of how metavariables can 
be used. 

Now let's look at a problematic case. Suppose I say that any sentence of 
the form X&Y is true just in case X and Y are both true. I have, writing 
in the metalanguage, used 'X' and 'Y' to make a general statement. But 
in so doing I used the expression 'X&Y', which contains the object lan- 
guage symbol '&'. Furthermore, in some sense I made a statement about 
the symbol '&'. I didn't assert a conjunction. Instead, I talked about all 
sentences which have '&' as their main connective. 
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Here's the problem. I was tacitly talking about the symbol I & ' .  But I 
didn't quote it. I really should have used quotes around '&'. But it's not 
clear how I could do that without putting quotes around 'X' and 'Y', 

which I was using and not mentioning! 
Philosophers have invented some fancy notation to make more precise 

what is going on in such cases. But introducing this further notation 
would be to pass the point of diminishing returns for our present needs. 
Instead, I am simply going to ask you to understand that such "mixed" 
cases of use and mention, formed with metalanguage boldface variables 
and object language connectives, are a device which I use to talk generally 
about all sentences of the indicated form. 

I must mention one further twist in our conventions. Our object 
language provides a very precise and compact way of expressing truth 
functional facts. It would be a shame not to be able to use this compact 
notation in our metalanguage and to have to write everything out in im- 
precise, long-winded English. So we will occasionally allow ourselves the 
luxury of using expressions of the object language to make statements as 
part of the metalanguage. You can think of the metalanguage, English, as 
incorporating or being extended by a copy of the object language. 

You can always tell when I talk about, or mention, logical notation as 
part of the object language, for in these cases I will always quote or dis- 
play the expressions. When I use, as opposed to mention, logical notation 
as part of the metalanguage, the notation will not be quoted. Further- 
more, when I use, as opposed to mention, logical notation as part of the 
metalanguage, I will use the notation with metalanguage variables. You 
can spot these metalanguage variables as belonging to the metalanguage 
because I always write them in boldface. Strictly speaking, my notation 
does not distinguish between use of logical notation in the metalanguage 

10-1. For each of the underlined expressions, say whether the 
expression is being used as part of the metalanguage, mentioned as 
part of the metalanguage, used as part of the object language, or 
mentioned as part of the object language. 

a) If there is a proof of a sentence then there is a proof of the 
sentence XVY. 

b) The sentence '{Vx)(Bx v -Bx)' is a logical truth. 

C) Any sentence of the form (Vu)lP(u) v -P(u)l is a logical truth. 
d) 'r is a metavariable. 

and the mixed use-mention cases which I described two paragraphs back. 
But in practice this imprecision causes no confusion. 

10-2. SYNTAX AND SEMANTICS 

Much of metatheory deals with connections between syntax and seman- 
tics, another distinction which I have tacitly observed throughout the text. 
A fact of Syntux is a fact which concerns symbols or sentences insofar as 
the fact can be determined from the form of the symbols or sentences, 
from the way they are written. The point is that facts of syntax do not 
depend on what the symbols mean. 

A fact of Semantics, on the other hand, concerns the referents, inter- 
pretation, or (insofar as we understand this notion) the meaning of sym- 
bols and sentences. In particular, semantics has to do with the referents 
of expressions, the truth of sentences, and the relations between various 
cases of these. 

Here are some examples: Syntactic facts include the fact that 'A&B' is 
a well-formed sentence of sentence logic, that 'AB&' is not a well-formed 
sentence, and that 'A&B' is a conjunction. Syntactic facts include more 
general facts which can be determined from form alone, such as the fact 
that the derivation rule &E and the truth tree rule & apply to any sen- 
tence of the form X&Y and that any sentence of the form XVY is deriva- 
ble from (that is, there is a proof from) a sentence of the form -X 3 Y. 

One thing to keep in mind is that whether or not a given string of 
sentences counts as a formal proof (a derivation or a tree) is a syntactic 
fact. All the rules of proof have been carefully stated so that they appeal 
only to facts about how sentences are written, not about how they are 
interpreted. Whether or not a string of sentences qualifies as a proof de- 
pends only on the form, not on the content of the sentences. To see this 
clearly, consider that you could program a computer to check and con- 
struct proofs. The computer need not know anything about how the 
sentences are interpreted. For example, the computer need not know 
that you are supposed to think of '&' as meaning 'and'. It need only 
be programmed so that if a sentence of the form X&Y appears on a 
derivation or tree, then below this sentence it can write both the sentences 
X and Y. 

Examples of semantic facts include the fact that any interpretation 
which makes 'A3B' true makes '-B3-A' true, that '(Vx)(Px v -Px)' is 
true in all interpretations, and that '(Vx)Px' is true in some interpretations 
and false in others. Semantic facts include more general facts such as the 
fact that any existentially quantified sentence is true in an interpretation 
if one of its substitution instances is true in the interpretation. 

To summarize the distinction between syntactic and semantic facts 
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Facts of S p  are facts having to do  with the form of expressions. Syntactic 
facts contrast with facts of Semantics which have to do with the truth, refer- 
ence, and the meaning of expressions. 

EXERCISES 

10-2. Which of the following facts are syntactic facts and which se- 
man tic facts? 

a) Any interpretation which makes '(Vx)(Ax & Bx)' true makes 
'(Vx)Axl true 

b) The expression 'A&BvC' is not a well-formed sentence, though it 
would be if parentheses were put around the 'A&B1. 

c) A sentence of the form --X can be derived from a sentence of 
the form X 

d) In some interpretations 'a' and 'b' have the same referent. In some 
interpretations they do not. 

e)  If X and Y are well-formed sentences, then so is their conjunction. 

f) If the a r p m e n t  X\Y is valid, then so is the argument -n-X. 

g) A model of a set of sentences (that is, an interpretation in which 
each sentence in the set is true) is a model for any subset of the 
set (that is, any smaller set of sentences all the sentences of which 
are contained in the original set). 

h) If there is a proof of the sentence X from the sentences in the set 
Z, then there is a proof of X from any superset of Z, that is, any 
set which contains all the sentences of Z as well as one or more 
additional sentences. 

1&3. SOUNDNESS AND COMPLETENESS 

Students often have difficulty appreciating the difference between the 
question of whether an argument, Z\X, is valid (a semantic question) and 
the question of whether there is a proof from Z to X (a syntactic ques- 
tion). And no wonder! The syntactic rules of proof have been carefully 
crafted so that there is a proof from Z to X if and only if the argument, 
Z\X, is valid. Of course, we have done this so that we can use proofs to 
ascertain validity. But this must not obscure the fact that Derivability-that 
is, the existence of a proof-is one thing and validity is another. That 
these two very different concepts go together is something we must dem- 
onstrate. Indeed, this fundamental result about logic is what the rest of 
this book is about. 

To help in talking about these ideas, we will use two new abbreviations 
in the metalanguage. (The following definitions also use the abbreviation 

'iff', which is just shorthand for the metalanguage expression 'if and only 
if'.) 

D l :  ZkX iff X is Derivable from Z, that is, iff there is a formal proof of X 
using only sentences in 2. 

D2: Z ~ X  iff the argument Z\X is valid, that is, iff every interpretation which 
makes all of the sentences in Z true also makes X true. 

The symbol 't' is called the Single Turnstyle. ZtX asserts that a syntactic 
relation holds between the sentences in the set of sentences, Z, and the 
sentence, X, that the latter is derivable from the former. The symbol '1' 
is called the Double Turnstyle. Z ~ X  asserts that a semantic relation holds 
between the set of sentences, Z, and the sentence, X, that any interpreta- 
tion which makes all of the sentences in Z true will also make X true. 

Here's a mnemonic to help remember which turnstyle is which. 'k' has 
more bars and so has to do with meaning. 't' has kss bars and so has to 
do with the form of language. 

Using the turnstyle notation, we can express the close relation between 
derivability and validity in two convenient parts: 

D3: A system of formal proof is Sound iff for all 2, X, if ZkX, then Z~X. 

To say that a system of formal proof is sound is to say that whenever you 
have a proof from Z to X, then any interpretation which makes all of the 
sentences in Z true also makes X true. 

D4: A system of formal proof is Complete iff for all Z, X, if Z~X, then ZkX 

To say that a system of formal proof is complete is to say that in every 
case of an argument, Z\X, which is valid (that is, any interpretation which 
makes every sentence in Z true also makes X true), there exists a p r ~ o f  
from Z to X. Completeness means that there is a proof in every case in 
which there ought to be a proof. 

Once more, derivability and validity are distinct concepts. But deriva- 
bility has been set up so that it can be used as a surefire test of validity. 
To give a crude analogy, derivability is like the litmus test for acids. If 
you put a piece of litmus paper in a liquid and the paper turns red, you 
know that the liquid is an acid. If the litmus paper does not turn red, the 
liquid is not an acid. Derivability is a kind of litmus test for validity. Prov- 
ing that the test works, proving soundness and completeness, is the fun- 
damental metatheoretical result in logic. 

This litmus test analogy is a good way to emphasize the fact that deriv- 
ability and validity are distinct but related ideas. However, I must be sure 
that the analogy does not mislead you in the following respect. Derivabil- 
ity is a surefire test for validity in the sense that if there is a proof, then 
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the correspondi.ng argument is valid, and if an argument is valid, then 
there exists a proof which establishes that validity. But there may not be 
any surefire way to establish whether or not such a proof exists! We might 
look for a proof from Z to X until the cows come home and still not know 
for sure whether or not a proof exists. 

In predicate logic there is no mechanical means to determine whether 
or not a proof from Z to X exists, no means guaranteed to give a definite 
yes or no answer in some finite number of steps. This fact about predicate 
logic is known as Undecidability, and constitutes a second fundamental me- 
tatheoretical result. (Sentence logic is decidable.) If you learned the tree 
method, I can give you a hint of what is involved by reminding you of 
the problem of infinite trees. The same fact will turn up for derivations 
when we get to chapter 15. However, further study of undecidability goes 
beyond what you will study in this text. 

EXERCISES 

10-3. Some one might propose a set of rules of inference different 
from our natural deduction or truth tree rules. Explain what is in- 
volved in such a new set of rules being Unsound (not sound) or 1n- 
compbte (not complete). 

In fact, logicians have proposed many, many sets of inferential 
rules. Some such sets are sound and complete, some are not. When- 
ever someone proposes a new set of inference rules it is important 
to determine whether or not the rules are sound and complete. 

Exercises 10-4 to 10-6 concern the idea of Rule Soundness. To say 
that an individual rule of inference is sound is to say that if the rule 
is applied to a sentence or sentences which is (are) true in a case, 
then the sentence which the rule licenses you to draw is also true in 
that case. We can state the rules of inference for derivations using 
the turnstyle notation, and we can also use this notation to assert the 
soundness of these rules. For example, the rule &I is expressed by 
saying that if Zt-X and Zt-Y, then Zt-X&Y. We can state, in one way, 
that the rule &I is sound by stating that if Z ~ X  and Z ~ Y ,  then 
ZkX&Y. 

10-4. Show that the rule &I is sound. 

10-5. State the other primitive rules for derivations using the turn- 
style notation and show that they are sound. 

10-6. Consider the following new rules for derivations. Determine 
which are sound and which are not. In each case, give an informal 
demonstration of your conclusion about the rules. 

a) If  ZkX3Y and ZkY, then ZkX. 

b) I f  ZkX=Y and Zk-X, then k-Y. 

C )  If Zk[(Vu)P(u) v (Vu)Q(u)], then Zk(Vu)[P(u) v Q(u)]. 
d) I f  Zk(3u)P(u), then ZkP(s). 

e) If Zk[(3u)P(u) & (3u)Q(u)], then Zk(3u)[P(u) & Q(u)]. 

10-7. Refresh your memory of the truth table method of establish- 
ing validity in sentence logic (see exercise 4-2 in chapter 4 of volume 
I). Then show that this method provides a decision procedure for 

I sentence logic. That is, show that, given a sentence logic argument, 
the truth table method is guaranteed in a finite number of steps to 
give you a yes or no answer to the question of whether or not the 
argument is valid. 

1W. SOME FURTHER NOTATION AND DEFINITIONS 

Some further notation and definitions will prove very useful in the follow- 
ing chapters, and will also give you a chance to practice the concepts of 
the last three sections. 

First, here's an obvious and trivial extension of the turnstyle notation, 
a fussy logician's point which you might not even notice. For example, if 
I write 'Zt-X', I have used Z as a metavariable over sets of sentences. What 
if I want to look at the special case in which Z contains just one sentence? 
Then I may just use 'Z', a metavariable over individual sentences, writing 
'Zt-X'. Or, if I want more explicitly to list the sentences that come before 
the turnstyle, I may do just that, explicitly giving the list, for example, 
writing WJt-X. I may use the same latitude in notation with the double 
turnstyle. 

A little less trivially, I have glossed over an important point about using 
the single turnstyle. 'Zt-X' means that there is a proof of X from the sen- 
tences in the set Z. But by proof, do I mean a derivation or a closed tree? 
It is important to keep separate these very distinct kinds of formal proof. 
Strictly speaking, I should use one kind of turnstyle, say, 'kd' to mean 
derivations. Thus 'ZFdX' means that there is a derivation which uses 
premises in Z and has X as its last line. And I should use a second kind 
of turnstyle, say, 't-,', to mean trees. Thus 'Zt-,X' means that there is a 
closed tree of which the initial sentences are -X and sentences taken 
from Z. Other systems of formal proof (and there are many others) must 
be distinguished from these with further subscripts on the single turn- 
style. When there is any danger of confusion about what kind of proof is 
in question, we must use a disambiguating subscript on the turnstyle. Usu- 
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ally, context will make it quite plain which kind of proof is in question, In 

which case we may omit the subscript. 

EXERCISE 

10-8. Do we need corresponding subscripts on the double turnstyle? 
Explain why or why not. 

Here is one more refinement. How should we understand the turnstyle 
notation when the set Z has infinitely many sentences? In the case of 'ZkX' 
this should be clear enough. This asserts that every interpretation which 
makes all of the infinitely many sentences in Z true also makes X true. 
But what do we mean by 'ZtX'? A formal proof can use only finitely many 
sentences. So by 'ZtX' we mean that there is a proof of X each premise 
of which is a sentence in the set Z. This formulation leaves it open 
whether all of the sentences in Z get used as premises. If Z is infinite, only 
finitely many sentences can be used in a proof from Z. If Z is finite, all or 
only some of the sentences in Z may get used. Reread definition Dl and 
be sure that you understand 'formal proof of X using only sentences in 
Z', as just explained, to mean a proof which uses any number of, but not 
necessarily all, the sentences in Z as premises. We even allow the case of 
using no  premises at all. Any proof of a sentence, X, from no premises 
makes ZtX true for any set of sentences, Z. 

EXERCISES 

10-9. 'ZCW means that every sentence in Z is a sentence in W. We 
say that Z is a Subset of W. Show that if ZtX and ZCW, then WtX. 

10-10. Show that if ZkX and ZCW, then W ~ X .  

10-1 1. If Z is the empty set, we write tX for ZtX and k~ for Z ~ X .  

Explain what tX and k~ mean. 

If you have studied truth trees, you have already encountered (in sec- 
tion 9-2, volume I, and section 8-1, this volume) the idea of a Model of a 
set of sentences. It's not complicated: An interpretation, I, is a model of 
a set of  sentences, Z, iff every sentence in Z is true in I. That is, a model, 
I, of a set of sentences, Z, makes all the sentences in Z true. For example, 
consider the truth value assignment, I which makes 'A' true, 'B' false, and 
'C' true. I is a model for the set of sentences {(AvB),(-B>C)), but is not 

a model for the set of sentences {(A&-B),C,(B=C)). Be sure you under- 

stand why this is so. To check, work out the truth values of each sentence 
in the two sets in the truth value assignment, I, and apply the definition 
of model just given. 

In the following chapter we will use the notion of a model so often that 

it's worth introducing an abbreviation: 

D5: 'Mod' is a predicate in the metalanguage (an abbreviation in English), 
defined as Mod(I,Z) iff all the sentences in the set Z are true in the inter- 
pretation, I. If Mod(I,Z), I is said to be a Model for the sentences in Z. I is 
also said to Satufy the sentences in Z. 

As with the turnstyle notation, we can use metavariables for sentences, 
such as 'Z', where the metavariable, 'Z', for sets of sentences occurs in the 
definition of 'Mod'. 

We will also lean heavily on the notations of consistency and inconsis- 

tency, already introduced in exercise 7-8 and section 9-2 (in volume I) 
and in sections 6-3 and 8-1 (in this volume). To get ready for this work, 
asd to practice this chapter's ideas, here is a pair of equivalent definitions 

for each of these concepts. (The slash through the double turnstyle in D6' 
means just what a slash through an equal sign means-the double turn- 
style relation does not hold.) 

D6: The set Z of sentences is Consirtent iff (3I)Mod(I,Z). 

D6': The set Z of sentences is Consirlent iff zkA&-A. 

D7: The set Z of sentences is Inconsistent iff (V1)-Mod(I,Z), that is, iff Z is 
not consistent, that is, iff there is no model fdr all the sentences in Z. 

D7': The set Z of sentences is Inconsistent iff zkA&-A. 

EXERCISES 

10-12. Show that D6 and D6' are equivalent. 

10-13. Show that D7 and D7' are equivalent. 

10-14. Explain why the notions of consistency and inconsistency are 
semantic and not syntactic notions. Modify definitions D6' and D7' 
to provide corresponding syntactic notions, and label your new def- 
initions D6" and D7". You will then have a pair of notions, Semanlic 

Consis- and Syntactic ConsistLncy, and a second pair, Semantic Zn- 

consistency and Syntactic Znconststmuy. You must always carefully dis- 

tinguish between these semantic and syntactic ideas. Whenever I 
speak about consistency and inconsistency without specifying 
whether it is the semantic or syntactic notion, I will always mean the 
semantic notion. 
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Mathematical 
Induction 

11-1. INFORMAL INTRODUCTION 

The point of metatheory is to establish facts about logic, as distinguished 
from using logic. Sentence and predicate logic themselves Become the ob- 
ject of investigation. Of course, in studying logic, we must use logic itself. 
We do this by expressing and using the needed logical principles in our 
metalangauge. It turns out, however, that to prove all the things we want 
to show about logic, we need more than just the principles of logic. At 
least we need more if by 'logic' we mean the principles of sentence and 
predicate logic which we have studied. We will need an additional princi- 
ple of reasoning in mathematics called MathemaEiGal Induction. 

You can get the basic idea of mathematical induction by an analogy. 
Suppose we have an infinite number of dominos, a first, a second, a third, 
and so on, all set up in a line. Furthermore, suppose that each domino 
has been set up close enough to the next so that if the prior domino falls 
over, it will knock over its successor. In other words, we know that, for all 
n, if the nth domino falls then the n + 1 domino will fall also. Now you 
know what will happen if you push over the first domino: They will all 
fall. 

To put the idea more generally, suppose that we have an unlimited or 
infinite number of cases, a first case, a second, a third, and so on. Suppose 
that we can show that the first case has a certain property. Furthermore, 
suppose that we can show, for all n, that if the nth case has the property, 
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then the n + 1 case has the property also. Mathematical induction then 
licenses us to conclude that all cases have the property. 

If you now have the intuitive idea of induction, you are well enough 
prepared to read the informal sections in chapters 12 and 13. But to mas- 
ter the details of the proofs in what follows you will need to understand 
induction in more detail. 

11-2. THE PRINCIPLE OF WEAK INDUCTION 

Let's look at a more specific example. You may have wondered how many 
lines there are in a truth table with n atomic sentence letters. The answer 
is 2". But how do we prove that this answer is correct, that for all n, an 
n-letter truth table has 2" lines? 

If n = 1, that is, if there is just one sentence letter in a truth table, then 
the number of lines is 2 = 2'. So the generalization holds for the first 
case. This is called the Basis Step of the induction. We then need to do 
what is called the Inductive Step. We assume that the generalization holds 
for n. This assumption is called the Inductive Hy$othesis. Then, using the 
inductive hypothesis, we show that the generalization holds for n + 1. 

So let's assume (inductive hypothesis) that in an n-letter truth table 
there are 2" lines. How many lines are there in a truth table obtained by 
adding one more letter? Suppose our new letter is 'A'. 'A' can be either 
true or false. The first two lines of the n + 1 letter truth table will be the 
first line of the n-letter table plus the specification that 'A' is true, followed 
by the first line of the n-letter table plus the specification that 'A' is false. 
The next two lines of the new table will be the second line of the old 
table, similarly extended with the two possible truth values of 'A'. In gen- 
eral, each line of the old table will give rise to two lines of the new table. 
So the new table has twice the lines of the old table, or 2" x 2 = 2"+ l .  

This is what we needed to show in the inductive step of the argument. 
We have shown that there are 2" lines of an n-letter truth table when 

n = 1 (basis step). We have shown that if an n-letter table has 2" lines, 
then an n + 1 letter table has 2"+' lines. Our generalization is true for 
n = 1, and if it is true for any arbitrarily chosen n, then it is true for 
n + 1. The princple of mathematical induction then tells us we may con- 
clude that it is true for all n. 

We will express this principle generally with the idea of an Inductive 
Property. An inductive property is, strictly speaking, a property of inte- 
gers. In  an inductive argument we show that the integer 1 has the induc- 
tive property, and that for each integer n, if n has the inductive property, 
then the integer n + 1 has the inductive property. Induction then licenses 
us to conclude that all integers, n, have the inductive property. In the last 

example, All n Ltter truth t u b b  have exact4 2" lines, a proposition about 
the integer n, was our inductive property. To speak generally, I will use 
'P(n)' to talk about whatever inductive property might be in question: 

Principle of Weak Induction 

a) Let P(n) be some property which can be claimed to hold for (is defined 
for) the integers, n = 1 ,  2, 3, . . . (the lnductive Property). 

b) Suppose we have proved P( l )  (Basis Step). 

C) Suppose we have proved, for any n, that if P(n), then P(n + 1) (IndzLc- 
hue S k p ,  with the assumption of P(n), the lnductive Hypothesis). 

d) Then you may conclude that P(n) holds for all n from 1 on. 

e) If in the basis step we have proved P(i), we may conclude that P(n) 
holds for n = i, i + 1 ,  i + 2,. . . . 

(e) simply says that our induction can really start from any integer, as long 
as the inductive property is defined from that integer onward. Often it is 
convenient to start from 0 instead of from 1, showing that P(n) holds for 
n = 0,1,2, .  . . . 

Most of the inductions we will do involve facts about sentences. To get 
you started, here is a simple example. The conclusion is so obvious that, 
ordinarily, we would not stop explicitly to prove it. But it provides a nice 
illustration and, incidentally, illustrates the fact that many of the general- 
izations which seem obvious to us really depend on mathematical induc- 
tion. 

Let's prove that if the only kind of connective which occurs in a sen- 
tence logic sentence is '-', then there is a truth value assignment under 
which the sentence is true and another in which it is false. (For short, we'll 
say that the sentence "can be either true or false.") Our inductive prop- 
erty will be: All sentences with n occurrences of '-' and no other connectives can 
be either true or false. A standard way of expressing an important element 
here is to say that we will be doing the induction on t h  number of connectives, 
a strategy for which you will have frequent use. 

We restrict attention to sentences, X, in which no connectives other 
than '-' occur. Suppose (basis case, with n = 0) that X has no occurrences 
of '-'. Then X is an atomic sentence letter which can be assigned either t 
or f. Suppose (inductive hypothesis for the inductive step) that all sen- 
tences with exactly n occurrences of '-' can be either true or false. Let Y 
be an arbitrary sentences with n + 1 occurrences of '-'. Then Y has the 
form -X, where X has exactly n occurrences of '-'. By the inductive 
hypothesis, X can be either true or false. In these two cases, -X, that is, 
Y, is, respectively, false and true. Since Y can be any sentence with 
n + 1 occurrences of '-', we have shown that the inductive property 
holds for n + 1, completing the inductive argument. 
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EXERCISES 

11-1. By a Restricted Conjunctive Sentence, I mean one which is either 
an atomic sentence or is a conjunction of an atomic sentence with 
another restricted conjunctive sentence. Thus the sentences 'A' 
and '[C&(A&B)]&D' are restricted conjunctive sentences. The 
sentence 'A &[(C&D)&(H&G)]' is not, because the component, 
'(C&D)&(H&G)', fails to be a conjunction one of the components of 
which is an atomic sentence letter. 

Here is a rigorous definition of this kind of sentence: 

a) Any atomic sentence letter is a restricted conjunctive sentence. 

b) Any atomic sentence letter conjoined with another restricted con- 
junctive sentence is again a restricted conjunctive sentence. 

c) Only such sentences are restricted conjunctive sentences. 

Such a definition is called an Inductive Definition. 

Use weak induction to prove that a restricted conjunctive sentence is 
true iff all the atomic sentence letters appearing in it are true. 

11-2. Prove that the formula 

is correct for all n. 

11-3. STRONG INDUCTION 

Let's drop the restriction in exercise 11-1 and try to use induction to 
show that any sentence in which '&' is the only connective is true iff all its 
atomic sentence letters are true. We restrict attention to any sentence logic 
sentence, X, in which '&' is the only connective, and we do an induction 
on the number, n, of occurrences of '&'. If n = 0, X is atomic, and is 
true iff all its atomic sentence letters (namely, itself) are true. Next, let's 
assume, as inductive hypothesis, that any sentence, X, in which there are 
exactly n occurrences of '&' is true iff all its atomic sentence letters are 
true. You should try to use the inductive hypothesis to prove that the 
same is true of an arbitrary sentence, Y, with n + 1 occurrences of '&'. 

If you think you succeeded, you must have made a mistake! There is a 
problem here. Consider, for example, the sentence '(A&B)&(C&D)'. It has 
three occurrences of '82. We would like to prove that it has the inductive 
property, relying on the inductive hypothesis that all sentences with two 

occurrences of '&' have the inductive property. But we can't do that by 
appealing to the fact that the components, '(A&B)' and '(C&D)', have the 
inductive property. The inductive hypothesis allows us to appeal only to 
components which have two occurrences of '&' in them, but the compo- 
nents '(A&B)' and '(C&D)' have only one occurrence of '&' in them. 

The problem is frustrating, because in doing an induction, by the time 
we get to case n, we have proved that the inductive property also holds 
for all previous cases. So we should be able to appeal to the fact that the 
inductive property holds, not just for n, but for all previous cases as well. 
In fact, with a little cleverness one can apply weak induction to get around 
this problem. But, more simply, we can appeal to another formulation of 
mathematical induction: 

W e d  Induction, Strong Formulation: Exactly like weak induction, except in 
the inductive step assume as inductive hypothesis that P(i) holds for all 
i 5 n, and prove that P(n + 1) .  

11-3. Using the strong formulation of weak induction, prove that 
any sentence logic sentence in which '&' is the only connective is true 
iff all its atomic sentence letters are true. 

You could have done the last problem with yet another form of induc- 
tion: 

Strong Inductiun: Suppose that an inductive property, P(n), is defined for 
n = 1, 2, 3, . . . . Suppose that for arbitrary n we use, as our inductive 
hypothesis, that P(n) holds for all i < n; and from that hypothesis we prove 
that P(n). Then we may conclude that P(n) holds for all n from n = 1 on. 

If P(n) is defined from n = 0 on, or if we start from some other value of 
n, the conclusion holds for that value of n onward. 

Strong induction looks like the strong formulation of weak induction, 
except that we do the inductive step for all i < n instead of all i 5 n. You 
are probably surprised to see no explicit statement of a basis step in the 
statement of strong induction. This is because the basis step is actually 
covered by the inductive step. If we are doing the induction from n = 1 
onward, how do we establish P(i) for all i < l ?  There aren't any cases of 
i < l! When n = 1, the inductive hypothesis holds vacuously. In other 
words, when n = 1, the inductive hypothesis gives us no facts to which to 
appeal. So the only way in which to establish the inductive step when 
n = 1 is just to prove that P(1). Consequently, the inductive step really 
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covers the case of the basis step. Similar comments apply if we do the 
induction from n = 0 onward, or if we start from some other integer. 

You may be wondering about the connections among the three forms 
of induction. Weak induction and weak induction in its strong formula- 
tion are equivalent. The latter is simply much easier to use in problems 
such as the last one. Many textbooks use the name 'strong induction' for 
what I have called 'weak induction, strong formulation'. This is a mistake. 
Strong induction is the principle I have called by that name. It is truly a 
stronger principle than weak induction, though we will not use its greater 
strength in any of our work. As long as we restrict attention to induction 
on the finite integers, strong and weak induction are equivalent. Strong 
induction shows its greater strength only in applications to something 
called "transfinite set theory," which studies the properties of mathemati- 
cal objects which are (in some sense) greater than all the finite integers. 

Since, for our work, all three principles are equivalent, the only differ- 
ence comes in ease of use. For most applications, the second or third 
formulation will apply most easily, with no real difference between them. 
So I will refer to both of them, loosely, as "strong induction." You simply 
need to specify, when doing the inductive step, whether your inductive 
hypothesis assumes P(i) for all i < n, on the basis of which you prove 
P(n), or whether you assume P(i) for all i 5 n, on the basis of which you 
prove P(n + 1). In either case, you will, in practice, have to give a sepa- 
rate proof for the basis step. 

I should mention one more pattern of argument, one that is equivalent 
to strong induction: 

Lemt Number Principle: To prove that P(n), for all integers n, assume that 
there is some least value of n, say m, for which P(m) fails and derive a 
contradiction. 

The  least number principle applies the reductio argument strategy. We 
want to show that, for all n, P(n). Suppose that this is not so. Then there 
is some collection of values of n for which P(n) fails. Let m be the least 
such value. Then we know that for all i < m, P(i) holds. We then proceed 
to use this fact to show that, after all, P(m) must hold, providing the con- 
tradiction. You can see that this form of argument really does the same 
work as  strong induction: We produce a general argument, which works 
for any value of m, which shows that if for all i < m P(i) holds, then P(m) 
must hold also. 

You will notice in exercises 11-7 to 11-9 that you are proving things 
which in the beginning of Volume I we simply took for granted. Again, 
this illustrates how some things we take for granted really turn on math- 
ematical induction. 

EXERCISES 

1 1 4 .  Prove that any sentence logic sentence in which 'v' is the only 
connective is true iff at least one of its atomic sentence letters is true. 

11-5. Consider any sentence logic sentence, X, in which '&' and 'v' 
are the only connectives. Prove that for any such sentence, there is 
an interpretation which makes it true and an interpretation which 
makes it false. Explain how this shows that '&' and 'v', singly and 
together, are not expressively complete for truth functions, as this 
idea is explained in section 3 4 ,  (volume I). 

11-6. Consider any sentence logic sentence, X, in which '-' does not 
appear (so that '&', 'v', 'S, and '=' are the only connectives). Prove 
that for any such sentence there is an interpretation which makes X 
true. Explain how this shows that '&', 'v', 'S, and '=' are, singly and 
together, not expressively complete for truth functions. 

11-7. Prove for all sentence logic sentences, X, and all interpreta- 
tions, I ,  that either I  makes X true or I  makes X false, but not both. 

11-8. Prove for all sentence logic sentences, X, that if two truth 
value assignments, I  and I f ,  agree on all the atomic sentence letters 
in X, then I  and I' assign X the same truth value. 

11-9. Prove the law of substitution of logical equivalents for sen- 
tence logic. 

CHAPTER CONCEPTS 

In reviewing this chapter, be sure you understand clearly the follow- 
ing ideas: 

Weak Induction 
Inductive Property 
Basis Step 
Inductive Hypothesis 
Inductive Step 
Induction on the Number of Connectives 
Strong Formulation of Weak Induction 
Strong Induction 
Least Number Principle 
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Soundness and 
Completeness for 
Sentence Logic Trees 

12-1. PRELIMINARIES 

This chapter will explain the soundness and completeness of sentence 
logic for the tree method. Section 12-2 gives an informal statement which 
you will be able to follow without having studied more than the first short 
section of chapter 11, on mathematical induction. Section 12-3 gives full 
details. 

Before getting started, I want to make a general point which will be 
useful in discussing both trees and derivations. I am going to make a 
statement which uses a new bit of notation. 'U' indicates set union. That 
is, ZUW is the set consisting of all the members of the set Z together with 
the members of the set W. Also, if X is a sentence, {X} is the set which has 
X as its only member. Now, to say that the X is valid, that is, that Z ~ X ,  
is to say that every interpretation which makes all the sentences in Z 
true also makes X true. Keep in mind that X is true in an interpretation 
iff -X is false in that interpretation. Consequently 

L1: z ~ X  iff ZU{-X} is inconsistent. 

(The 'L' in 'Ll' stands for 'lemma'. A lemma is a statement which may not 
be of great interest in itself but which we prove because it will be useful 
in proving our main results.) 

L1 shows that validity of an argument comes to the same thing as the 

inconsistency of a certain set of sentences, namely, the premises and ne- 
gation of the conclusion of the argument. You will soon see that Ll's 
equivalent formulation of validity provides a particularly convenient way 
to study soundness and completeness. 

EXERCISE 

12-1. Prove L1 

12-2. SOUNDNESS AND COMPLETENESS OF THE TREE 

METHOD: INFORMAL STATEMENT 

Soundness and completeness tell us that there is an exact correspondence 
between a semantic concept-validity-and a corresponding syntactic con- 
cept-proofs. Let's be explicit about what counts as a proof in the tree 
method: Given some premises and a conclusion, a tree method proof is a 
closed tree (a tree with all its branches closed) which has the premises and 
negation of the conclusion as its initial sentences. Closed trees are the 
syntactic objects which need to correspond to the semantic concept of va- 
lidity. So proving soundness and completeness for the tree method means 
proving that we have the right sort of correspondence between validity 
and closed trees. 

To become clear on what correspondence we need, let's go back to the 
way I introduced the tree method. I said that, given an argument, X, 
the argument is valid just in case it has no counterexamples, that is, no 
interpretations in which the premises, Z, are all true and the conclusion, 
X, is false. I then went on to develop truth trees as a method of looking 
for counterexamples, a way which is guaranteed to find a counterexample 
if there is one. If the whole tree closes, there are no counterexamples, 
and we know the argument is valid. But a closed tree is what counts as a 
proof. So if there is a proof, the argument is valid. If you look back at 
definition D3 in chapter 10, you will see that this is what we call sound- 
ness. 

On the other hand, if there is an open branch (and so no proof), there 
is a counterexample, and thus the argument is invalid. A little thinking 
indicates that the last statement is just completeness: "If no proof, then 
invalid" comes to the same as "If valid, then there is a proof," which is 
completeness, as defined by D4 in chapter 10. I have used the law of 
contraposition: X3Y is logically equivalent to -Y>-X. 

The first time through, this argument is bound to seem very slick. It is 
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also incomplete: I have yet to prove that the truth tree method is guar- 
anteed to find a counterexample if there is one. 

To sort all of this out more carefully, we need to examine the connec- 
tion between a counterexample and lemma L1. A counterexample to the 
argument Z'X is just an interpretation which shows the set of sentences, 
ZU{-X} to be consistent. (Remember that such an interpretation is called 
a model of the set of sentences.) Now, look at lemma L1, and you will 
start to see that all this talk about counterexamples is just another way of 
saying what lemma L1 says. 

EXERCISE 

12-2. Show that lemma L1 is equivalent to the statement that an 
argument is valid iff it has no counterexamples. 

Lemma L1 tells us that we can forget about validity and talk about con- 
sistency and inconsistency instead. Indeed, conceptually, the tree method 
is really a method for determining whether the initial sentences on a tree 
form a consistent set. It is a method which is guaranteed to find a model 
for a tree's initial sentences if there is one, thereby showing the set of 
sentences to be consistent. Conversely, if a set is inconsistent, it has no 
model, and a tree starting with the sentences in the set is bound to close. 

The real work we have to do is to show that the tree method is guar- 
anteed to find a model for a set of sentences if the set has a model. We'll 
worry later about connecting this up with validity-lemma L1 assures us 
that we will be able to do so. For now, we will connect the semantic con- 
cept of a model with the syntactic concept of an open branch. Remember 
that an open branch always represents an interpretation in which all sen- 
tences on the branch are true. Hence, if there is an open branch, there is 
an interpretation in which all the sentences on the branch, including the 
tree's initial sentences, are true. 

Here is how we proceed: We will show that a finite set of sentences 
is consistent if and only if we always get an open branch on a finished 
tree which starts from the sentences in the set. Equivalently, a set is incon- 
sistent if and only if we always get a closed tree if we start from the 
sentences in the set. This gives us the connection between a syntactic 
concept--open and closed trees-and a semantic concept+onsistency 
and inconsistency. Lemma L1 tells us we will be able to connect the latter 
with validity and invalidity. 

To keep track of how we will carry out this program, let's talk about it 
in terms of an example, say, the tree which results from using as initial 
sentences the sentences in the set {-(DvB), (A&B)v(C>D)}: 

We must first show that tree method is what I will call Downwardly Ade- 
quute. This means that the tree method applied to a consistent set of sen- 
tences always results in at least one open branch. Why is the tree method 
downwardly adequate? Remember that the rules are written so that when 
a rule is applied to a sentence, the rule instructs you to write, on separate 
branches, all the minimally sufficient ways of making the original sentence 
true. In effect, this means that, for any assignment of truth values to 
sentence letters which makes the original sentence true, all the sentences 
of at least one of the resulting stacksbf sentences will be true also for the 
same assignment of truth values. 

This fact is easiest to grasp by example. In applying the rule v to line 
2, we produce two branches, on line 5. Suppose that we have an assign- 
ment that makes line 2 true. This can only be because it makes at least 
one of the two disjuncts true. But then, on this assignment, at least one 
of the sentences on the two branches of line 5 will be true for the same 
assignment. 

Or consider application of the rule -V to line 1, and suppose that we 
have a truth value assignment which makes line 1 true. A negated dis- 
junction can be true only if both disjuncts are false. Consequently, an 
assignment which makes line 1 true will make lines 3 and 4 true. 

As I introduced the rules, I made sure that they are all, as in these two 
examples, what I will call Downwardly Correct. In outline, the downward 
correctness of the rules works to show that the tree method is downwardly 
adequate as follows: Suppose that the initial sentences on a tree are con- 
sistent, so that there is an interpretation, I, which assigns truth values to 
sentence letters making all the initial sentences true. N ~ W  apply a rule to 
one of the sentences. The downward correctness of the rules means that - -  - 

applying the rule will result in at least one branch on which all the new 
sentences are true in I. Of course, all the former sentences along this " 
branch were true in I. So at this stage we have at least one branch along 
which all sentences are true in I. Now we just do the same thing over 
again: Apply one of the rules to a sentence on this branch. We get at least 
one extension of the branch on which all sentences are true in I. 
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This process will eventually come to an end because each application of 
a rule produces shorter sentences. At the end we have at least one branch 
on which all the sentences are true in I. But this branch must be open. 
Since all the sentences along the branch are true in I, no sentence and its 
negation can both appear on the branch! In sum, if the original sentences 
are consistent, there will be an open branch. 

We are half done. We must still show that the tree method is Upwardly 
Adequate, that is, that if there is an open branch, then the set of initial 
sentences is consistent. So now let us suppose that we have a tree with an 
open branch. Since an open branch never has both a sentence and its 
negation, I can consistently assign the truth value t to all atomic sentences 
on the branch and the truth value f to all those atomic sentences whose 
negations occur on the branch. Call this assignment I. I will also make the 
longer sentences on the branch true. 

Look, for instance, at the open branch in the last example. Reading up 
from the bottom, this branch specifies the assignment 'C', 'B', and 'D' all 
false. Call this assignment I. If 'C' is false, that is, if '-C' is true in I, then 
'C>D' is true in I. In turn, 'C>D' being true in I will make line 2, 
'(A&B)v(C>D)' true in I. Likewise, lines 3 and 4, '-D' and '-B', true in I 
will make line 1, '-(DvB)', true in I. 

All the rules have the property just used, called Upward Correctness: If I 
makes true the sentence or sentences which a rule produced from a pre- 
vious sentence, I makes that previous sentence true also. Upward cor- 
rectness will apply to any open branch in any tree just as it did in the 
example. Choose an interpretation, I, as the one which makes all the 
atomic sentences on the open branch true and all the negated atomic sen- 
tences false. Apply upward correctness again and again. You can see that, 
finally, all the sentences along the open branch are true in I. So the open 
branch provides an interpretation, I, which makes all the sentences along 
the branch true, including the initial sentences. So if there is an open 
branch there is a model for the initial sentences, which is to say that the 
initial sentences form a consistent set, which is just what we mean by up- 
ward adequacy. 

Let's pull the threads together. The tree method is downwardly ade- 
quate. That is, if the initial sentences are consistent, then there is an open 
branch. By contraposition, if there is no open branch, that is, if there is a 
proof, then the initial sentences form an inconsistent set. Lemma 1 tells 
us that then the corresponding argument is valid. This is soundness. 

The tree method is also upwardly adequate. If there is an open branch, 
and so no proof, then the initial set of sentences is consistent. By contra- 
position, if the set of initial set of sentences is inconsistent, then there is a 
proof. Lemma 1 then connects the inconsistency with validity: If the cor- 
responding argument is valid, there is a proof. This is completeness. 

If you are starting to see how soundness and completeness work for 
trees, this section is doing its job. Doing the job fully requires further 
precision and details, presented in the next section. If in the next section- 
you start to feel lost in a forest of definitions (as I often do) reread this 
section, which contains all the concepts. Reviewing the intuitively pre- 
sented concepts will help you to see how the following formal details fit 
together. 

12-3. SOUNDNESS AND COMPLETENESS FOR SENTENCE 

LOGIC TREES: FORMAL DETAILS 

In this section I am going to make a very natural simplifying assumption: 
I will restrict discussion to U t e  sets of sentences Z. This restriction is 
natural because intuitively we think of arguments as only having finitely 
many premises anyway. Generalization to the case of infinite sets of sen- 
tences involves a complication which would only distract us from the main 
line of argument. Chapter 14 will take care of the generalization. 

For precision and efficiency of statement, we need the following defi- 
nitions: 

D8: A Minimal Sentence is a sentence which is either atomic or the negation 
of an atomic sentence. 

D9: A truth tree is Finished iff each branch is either closed or has all appli- 
cable rules applied to all nonminimal sentences. 

D10: 'Tr', 'Op', and 'Cl' are predicates of the metalanguage (abbreviations 
in English) which are defined as 

a) Tr(T,Z) iff T is a finished tree with all the sentences in Z its initial 
sentences. 

b) Op(T) iff the tree T is open, that is, if T has an open branch. 

c) Cl(T) iff -Op(T), that is, if T is closed, that is, if all of T's branches 
are closed. 

A proof of Z\X is just a closed tree which starts with sentences in Z and 
the sentence -X. Expressed with our abbreviations, this is 

Dl  1: A tree, T, is a proofofx from Z iff Tr(T,ZU{-X}) and CI(T). 

Next, recall that ZkX just means that there exists a proof of X using 
premises in Z, where here a proof just means a tree as described in Dl 1. 
So applying Dl 1 to the definition of l-, we have 

L2: For finite sets, Z, Zl-X iff (3T)[Tr(T,ZU{-X}) & CI(T)]. 
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Of course, throughout this section 'k' means kt, that is, derivability accord- 
ing to the tree method. 

EXERCISE 

12-3. In chapter 10 I specified that ZkX means that there is a proof 
of X using any number of sentences in Z, but not necessarily all of 
them. (I did this to accommodate the eventual generalization to in- 
finite sets.) But Dl 1 defines T as being a proof of X from Z in terms 
of Tr(T,ZU{-XI), which specifies a tree, T, which has dl the sen- 
tences of ZU{-X} as its initial sentences. 

Prove L2, taking care to deal with this apparent difficulty. Use the 
fact that L2 is stated with the existential quantifier, '(3T)'. 

Now remember how we used L1 to show that we could exchange the 
study of validity and invalidity for the study of the consistency and incon- 

sistency of a certain set of sentences, namely, the premises together with 
negation of the conclusion. Our next step is to connect the consistency of 
this set with the syntactic notion of an open branch. We do this with the 

idea of upward and downward adequacy of the tree method. Downward 
adequacy says that if the set Z is consistent, that is, if there is a model for 
Z, then the tree starting from Z has an open branch. Using definitions 

D5 and D6, this becomes 

D12: The tree method is Downwardly Adequate iff for all finite, nonempty 
sets of sentences Z, if (3I)Mod(I,Z), then (VT)[Tr(T,Z) 3 Op(T)]. 

Upward adequacy is the converse: If there is an open branch, the initial 

set is consistent: 

D13: The tree method is Upwardly Adequute iff for all finite, nonempty sets 
of sentences Z, if (VT)[Tr(T,Z) 3 Op(T)], then (3I)Mod(I,Z)]. 

A detail in Dl2 and Dl3 requires comment. If we start a tree with the 
sentences in Z, we can come up with more than one tree because we can 

apply the rules in different orders. So when I give a formal definition of 
upward and downward adequacy, I must make a choice whether to define 
these in terms of dl open trees starting from Z or some open tree starting 

from Z. 
In terms of the proof of upward and downward adequacy, I could do 

either because, in essence, the proof will show that, for a given set of 
initial sentences, one tree is open iff all are. I choose to define upward 
and downward adequacy in terms of all open trees for the following rea- 

12-3. Soundness and Completeness for Sentence Logic Trees: Formal Details 183 

son: When we connect adequacy with soundness and completeness, I will 
be taking a converse. This will introduce a negation sign, and when the 

negation sign gets pushed through the quantifier, 'all' turns into 'some'. 
At that point I will be talking about "some closed tree". That is just what 
we will need to get a smooth fit with derivability, which is defined in terms 

of "there is some proof', where a proof is just a closed tree. If I had 
defined upward and downward adequacy in terms of some instead of all 

open trees, it would be a mess to make the connection with soundness 
and completeness. 

1 2 4 .  Assume (as we will prove shortly) that if a tree has at least one 
open branch, then the initial sentences of the tree form a consistent 
set. Also assume downward adequacy. Prove that for all the finished 

trees starting from the same set of initial sentences, one is open iff 
all are. 

The next step is to show that upward adequacy is equivalent to sound- 
ness and downward adequacy is equivalent to completeness. The connec- 
tion will not sink in unless you do the work! But I will break the job down 

into several steps. 
First we define a version of soundness and completeness for the tree 

method: 

D3': The tree method is Sound iff for all finite, nonempty sets of sentences 
Z, if (3T)[Tr(T,Z) & CI(T), then (V1)-Mod(1,Z). 

D4': The tree method is Complete iff for all finite, nonempty sets of sentences 
Z, if (V1)-Mod(I,Z), then (3T)[Tr(T,Z) & Cl(T)]. 

Now it is not hard to prove that downward adequacy is soundness and 
upward adequacy is completeness in the form of four new lemmas: 

L3: The tree method is sound according to D3 iff it is sound according to 
D3'. 

L4: The tree method is complete according to D4 iff it is complete according 
to D4'. 

L5: The tree method is sound according to D3' iff it is downwardly ade- 
quate. 

L6: The tree method is complete according to D4' iff it is upwardly ade- 
quate. 
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1 EXERCISES 

12-5. Prove lemmas L3 and L4. You will need to use lemmas L1 
and L2. 

1 2 4 .  Prove lemmas L5 and L6. You will need to use contraposition 
and the laws of logical equivalence for negated quantifiers as laws 
applied to statements in the metalanguage. 

We have reduced the problem of proving soundness and completeness 
to that of proving that the tree method is downwardly and upwardly ad- 
equate, which the last section indicated we would do by appealing to the 
downward and upward correctness of the rules. Some further terminol- 
ogy will enable us to state rule correctness more clearly. 

When we apply a truth tree rule to a sentence, the rule instructs us to 
write one or two branches and on each branch one or two new sentences. 
For example, the = rule is 

We will call the sentence to which the rule is applied, X=Y in the exam- 
ple, the Input Sentence. The rule instructs you to write one or two lists of 
sentences (each "list" containing one or two sentences). We will call each 
such list an Output List. In the example, X,Y is one output list and -X,-Y 
is the second output list. The rule 

has only one output list, namely, X,Y. In summary 

D14: The sentence to which a tree method rule is applied is called the Input 
Sentence. The sentence or (sentences) along one branch which the rule di- 
rects you to write is (are) called an Outjmt List of Sententes. 

Here is what we must require of a correct truth tree rule. Suppose that 
I give you an interpretation (an assignment of truth values to sentence 

letters) which makes true the input sentence of a rule. Then that same 
interpretation must make true all the sentences on at least one (but per- 
haps not all) output lists. This is downward correctness. And suppose f 
give you an interpretation which makes all the sentences on one output 
list true. Then that same interpretation must make the input sentence 
true. This is upward correctness. 

D15: A tree method rule is Downwardly Correct iff any interpretation which 
makes the input sentence true also makes true all the sentences of at least 
one output list. 

D16: A tree method rule is Upwardly Correct iff any interpretation which 
makes all the sentences of one output list true also makes the input sentence 
true. 

EXERCISES 

12-7. Show that all of the truth tree rules for sentence logic are 
downwardly and upwardly correct. 

12-8. Consider the following two proposed truth tree rules: 

Determine which of these is downwardly correct and which is up- 
wardly correct. In each case show correctness or failure of correct- 
ness. 

We are now ready to prove 

T1: The truth tree method for sentence logic is downwardly adequate. 

(The 'T' stands for 'theorem'.) Suppose we are given a finite nonempty 
set of sentences, Z, and a tree, T, which has the sentences of Z as its initial 
sentences. Now suppose that there is a model, I, of the sentences in Z. 
What we will do is to look at successively larger initial segments of one 
branch of T and show that all these initial segments of the branch are 
open. 

Start with just the sentences in Z, that is, the initial sentences of T. This 
initial segment of a branch must so far be open. Why? Well, a branch 
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closes only if it contains both a sentence and the negation of that same 
sentence. But Z can't contain a sentence and its negation. This is because 
there is a model, I ,  of all the sentences in Z. That is, I makes all the 
sentences in Z true. But no sentence and its negation can both be true in 
the same interpretation! If I makes one sentence true, it makes its nega- 
tion false. So far we have an initial segment-let's call it the first seg- 
ment--of a branch, all the sentences of which are true in I, and which 
consequently is (so far) open. 

Next, in constructing the tree T, we apply a rule to one of the sentences 
in this first initial segment of our so far open branch. The input sentence 
for this rule is true in I. By the downward correctness of the rules, there 
will be at least one output list all the sentences of which are true in I. Pick 
one such output list (say, the left one if there are more than one). Look 
at the extension of the first segment of our branch extended by this out- 
put list. Call this extension the second initial segment. This second seg- 
ment now has all its sentences true in I. 

You can see the handwriting on the wall. We just do the same thing 
over and over again. At the nth stage we start with a branch all the sen- 
tences of which are true in I. The tree grows by application of some rule 
to some sentence on the nth initial segment. Downward correctness guar- 
antees that at least one output list will have all its sentences true in I also. 
We pick the leftmost such output list as the extension of the nth initial 
segment to the n + 1st initial segment. Then the n + 1st initial segment 
has all its sentences true in I ,  and we can start all over again. 

In a sentence logic tree, the sentences get shorter with each application 
of a rule, so this process must eventually end. When it does, we have a 
branch all the sentences of which are true in I. For exactly the same rea- 
son that the first initial segment must be open, this final branch must be 
open also: All its sentences are true in I, and no sentences and its nega- 
tion can both be true in the same interpretation. 

EXERCISE 

12-9. Formulate the foregoing argument sketch into an explicit use 
of mathematical induction to prove T1. There are many correct 
ways to apply induction. For example, begin by supposing that you 
are given a finite, nonempty set of sentences, Z, a model I of Z, and 
a finished tree, T, with initial sentences Z. Break the tree up into 
stages: The nth stage of the tree includes all lines written down in 
the first through nth application of a rule. Your inductive property 
will be: There is a branch through the nth stage of the tree all the 
sentences of which are true in I. Or you can similarly organize the 
inductive property around the number of lines to be checked: The 

first line to be checked, the first and second lines to be checked, and 
so on. Be sure to show explicitly how the results from the induction 
establish downward adequacy. 

I have suggested a formulation for this proof which I hope you 
will find to be relatively intuitive, but the logical form of the sug- 
gested proof is actually a bit convoluted. In this formulation you use 
both universal introduction and induction. That is, for an arbitrary, 
finite, nonempty set Z, model I of Z, and tree T with initial sentences 
in Z, you show how induction gives the desired result in that case. 
Then, since you have assumed nothing else about the Z, I, and T, 
what you have shown is true for all such Z, 1, and T. In addition, 
the induction is a finite induction. In a specific case it runs only from 
the first through the number of stages in the tree in question. 

Logicians prefer a more abstract but "pure" way of doing this kind 
of problem. In the inductive step you assume that in any tree with n 
stages (or n checked sentences) and interpretation I which makes all 
initial sentences true, there is a path all the sentences of which are 
true in I. You then use downward rule correctness to show that the 
same is true in any n + 1-stage tree. To do this you consider an 
arbitrary n + 1-stage tree and the n-stage tree (or trees) which result 
by deleting the first sentence to which a rule was applied in the orig- 
inal n + 1-stage tree. The downward rule correctness of the applied 
rule shows that if the inductive hypothesis holds of the subtree, it 
holds of the full n + 1-stage tree. 

But I will leave the details to you and your instructor! 

Let's turn to 

T2: The truth tree method for sentence logic is upwardly adequate. 

The proof works similarly to that for downwardly adequate, differing 
in that we use upward correctness of the rules and we look at successively 
longer and longer sentences on a branch instead of successively longer 
and longer initial segments of a branch. 

Suppose we are given a tree with an open branch. Take one open 
branch (say, the leftmost). Because this branch is open, and so has no 
sentence and its negation, we can consistently assign the truth value t to 
all the atomic sentence letters which appear on the branch and the truth 
value f to all atomic sentence letters the negation of which appear on the 
branch. This constitutes an interpretation I-an assignment of truth val- 
ues to sentence letters. We are going to show that all the sentences along 
this branch are true in I. 

By the Length of a sentence let us understand the total number of con- 
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nectives and sentence letters that appear in the sentence. So far, all mini- 
mal sentences along the branch are true in I-that is, all sentences of 
length 1 or 2. Now, consider any sentence along the branch (if there are 
any) of length 3. When a rule was applied to such a sentence, the rule 
produced an output list the sentences of which are each shorter than the 
input sentence; that is, each has fewer total connectives plus sentence let- 
ters. (You should check this.) But all such shorter sentences of the branch, 
that is, sentences of length 1 or 2, are already known to be true in I. 
Upward rule correctness then tells us that the sentence of length 3 is true 
in I. The same goes for any length 3 sentence on the branch. So now we 
know that all sentences of length 1, 2, and 3 on the branch are true in I. 

Again, you can see how this will go: We do the same thing over and 
over again. At stage n we know that all sentences of the branch of length 
n or less are true in I. Consider any sentence of length n + 1. The rule 
applied to it produced shorter sentences, already known to be true in I. 
By upward correctness of the applied rule, the sentence of length n + 1 
is then also true in I. The same goes for any sentence of length n + 1 on 
the branch, so that we now have shown that all of the branch's sentences 
of length n + 1 are true in I. Ultimately, the process shows that all the 
sentences in the branch are true in I. This includes the initial sentences, 
which are the initial sentences of the tree. 

EXERCISE 

12-1 0. Formulate the foregoing argument sketch into an explicit in- 
ductive argument. That is, given a tree and an open branch on the 
tree, show that there is an interpretation which can be shown by 
induction to make all sentences (and hence the initial sentences) 
along the branch true. 

Comments exactly parallel to those on your proof of T1, about 
the logical "purity" of the proof, also apply here. Just as for T1, one 
can also do the induction on the "size" of the tree. In the inductive 
step, you assume that all open trees with no more than n checked 
sentences have the desired characteristic-that open paths represent 
interpretations which make all the sentences on the path true-and 
you then use upward rule correctness to show that all trees with 
n + 1 checked sentences also have this characteristic. In outline, the 
idea is that any tree with n + 1 checked sentences has one or more 
subtrees with no more than n checked sentences-namely, the tree 
or trees obtained by deleting the first checked sentence in the origi- 
nal tree. You then apply the inductive hypothesis assumed to hold 
for the shorter trees. 

We have shown that, given some tree with an open branch, there is an 
interpretation, I, in which all of the tree's initial sentences are true. How 
does this show upward adequacy? Suppose we are given a finite, nom 
empty set of sentences, Z. Assume the antecedent in the statement of up- 
ward adequacy. That is, assume that any tree starting from Z is open. 
There is always at least one tree, T, starting from Z. Since all such trees 
are being assumed to be open, T is open, that is, T has an open branch. 
But in the previous paragraphs we have shown that this open branch 
provides an interpretation in which all initial sentences of T, that is, all 
the sentences in Z, are true. 

We have now completed the proof of T2. 
T1 and T2, with the help of lemmas L3, L4, L5, and L6, complete our 

proof of soundness and completeness for the tree method. As you can 
check in a moment, T1, L3, and L5 immediately give 

T3: The tree method for sentence logic is sound. 

T2, L4, and L6 immediately give 

T4: The tree method for sentence logic is complete. 

EXERCISES 

12-1 1. This exercise makes precise the work you did informally in 
exercises 10-14 and 10-15. Recall that when I refer to consistency 
and inconsistency without qualification, I always mean semantic con- 
sistency and inconsistency. We want a notion of Syntactic Consistency 

and Inconsistency, that is, a syntactic notion which will work as a test 
for semantic consistency and inconsistency. These are 

D17: Z is Syntactically Consistent iff (VT)[Tr(T,Z) 3 Op(T)]. 

D18: Z is Syntactically Inconsistent iff (3T)[Tr(T,Z)&Cl(T)]. 

(Throughout this problem, be sure to assume that Z is finite and 
nonempty.) 

a) Show that a set of sentences is syntactically consistent according to 
D l 7  iff it is not syntactically inconsistent according to D18. 

b) Show that Z is syntactically consistent iff ZYA&-A. 

c) Show that Z is syntactically inconsistent iff ZkA&-A. 

d) Show that Z is syntactically inconsistent iff for any X, ZkX. 

e) Reexpress lemma L2 and definitions D12, D13, D3', and D4' in 
terms of semantic and syntactic consistency. 
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13-1. SOUNDNESS FOR DERIVATIONS: INFORMAL 

INTRODUCTION 

Let's review what soundness comes to. Suppose I hand you a correct der- 
ivation. You want to be assured that the corresponding argument is valid. 
In other words, you want to be sure that an interpretation which makes 
all the premises true also makes the final conclusion true. Soundness 
guarantees that this will always be so. With symbols, what we want to 
prove is 

T5 (Soundness for sentence logic derivations): For any set of sentences, Z, 
and any sentence, X, if ZkX, then Z ~ X .  

with 'k' meaning derivability in the system of sentence logic derivations. 
The recipe is simple, and you have already mastered the ingredients: 

We take the fact that the rules for derivations are truth preserving. That 
is, if a rule is applied to a sentence or sentences (input sentences) which 
are true in I, then the sentence or sentences which the rule licenses you 
to draw (output sentences) are likewise true in I. We can get soundness 
for derivations by applying mathematical induction to this truth preserv- 
ing character of the rules. 

Consider an arbitrary derivation and any interpretation, I, which makes 
all of the derivation's premises true. We get the derivation's first conclu- 
sion by applying a truth preserving rule to premises true in I. So this first 
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conclusion will be true in I. Now we have all the premises and the first 
conclusion true in I. Next we apply a truth preserving rule to sentences 
taken from the premises andor this first conclusion, all true in I. So the 
second conclusion will also be true in I. This continues, showing each 
conclusion down the derivation to be true in I, including the last. 

Mathematical induction makes this pattern of argument precise, telling 
us that if all the initial premises are true in I (as we assume because we 
are interested only in such I), then all the conclusions of the derivation 
will likewise be true in I. 

This sketch correctly gives you the idea of the soundness proof, but it 
does not yet deal with the complication arising from rules which appeal 
to subderivations. Let's call a rule the inputs to which are all sentences a 
Sentence Rub and a rule the inputs to which include a subderivation a 
Subderivation Rub. My foregoing sketch would be almost all we need to 
say if all rules were sentence rules. However, we still need to consider 
how subderivation rules figure in the argument. 

What does it mean to say that the subderivation rule, >I, is truth pre- 
serving? Suppose we are working in the outermost derivation, and have, 
as part of this derivation, a subderivation which starts with assumption X 
and concludes with Y. To say that >I is truth preserving is to say that if 
all the premises of the outer derivation are true in I, then X>Y is also 
true in I. Let's show that >I is truth preserving in this sense. 

We have two cases to consider. First, suppose that X is false in I. Then 
X>Y is true in I simply because the antecedent of X>Y is false in I. 
Second, suppose that X is true in I. But now we can argue as we did 
generally for outer derivations. We have an interpretation I in which X is 
true. All prior conclusions of the outer derivation have already been 
shown to be true in I, so that any sentence reiterated into the subderiva- 
tion will also be true in I. So by repeatedly applying the truth preserving 
character of the rules, we see that Y, the final conclusion of the subderi- 
vation, must be true in I also. Altogether, we have shown that, in this case, 
Y as well as X are true in I. But then X>Y is true in I, which is what we 
want to show. 

This is roughly the way things go, but I hope you haven't bought this 
little argument without some suspicion. It appeals to the truth preserving 
character of the rules as applied in the subderivation. But these rules 
include 3 1 ,  the truth preserving character of which we were in the middle 
of proving! So isn't the argument circular? 

The problem is that the subderivation might have a sub-subderivation 
to which >I will be applied within the subderivation. We can't run this 
argument for the subderivation until we have run it for the sub-subder- 
ivation. This suggests how we might deal with our problem. We hope we 
can descend to the deepest level of subderivation, run the argument with- 
out appealing to >I, and then work our way back out. 

Things are sufficiently entangled to make it hard to see for sure if this 
strategy is going to work. Here is where mathematical induction becomes 
indispensable. In chapter 11 all my applications of induction were trivial. 
You may have been wondering why we bother to raise induction to the 
status of a principle and make such a fuss about it. You will see in the 
next section that, applied with a little ingenuity, induction will work to 
straighten out this otherwise very obscure part of the soundness argu- 
ment. 

EXERCISES 

13-1. Using my discussion of the >I rule as a model, explain what 
is meant by the rule -I being truth preserving and argue informally 
that -I is truth preserving in the sense you explain. 

13-2. Explain why, in proving soundness, we only have to deal with 
the primitive rules. That is, show that if we have demonstrated that 
all derivations which use only primitive rules are sound, then any 
derivation which uses any derived rules will be sound also. 

13-2. SOUNDNESS FOR DERIVATIONS: F O R W L  DETAILS 

The straightforward but messy procedure in our present case is to do a 
double induction. One defines the complexity of a derivation as the num- 
ber of levels of subderivations which occur. The inductive property is that 
all derivations of complexity n are sound. One then assumes the inductive 
hypothesis, that all derivations with complexity less than n are sound, and 
proves that all derivations of complexity n are sound. In this last step one 
does another induction on the number of lines of the derivation. This 
carries out the informal thinking developed in the last section. It works, 
but it's a mess. A different approach takes a little work to set up but then 
proceeds very easily. Moreover, this second approach is particularly easy 
to extend to predicate logic. 

This approach turns on a somewhat different way of characterizing the 
truth preserving character of the rules, which I call Rule Soundness, and 
which I asked you to explore in exercises 10-4, 10-5, and 10-6. One 
might argue about the extent to which this characterization corresponds 
intuitively to the idea of the rules being truth preserving. I will discuss 
this a little, but ultimately it doesn't matter. It is easy to show that the 
rules are truth preserving in the sense in question. And using the truth 
preserving character thus expressed, proof of soundness is almost trivial. 
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Here is the relevant sense of rule soundness, illustrated for the case of 
&I. Suppose we are working within a derivation with premises Z. Suppose 
we have already derived X and Y. Then we have ZtX and ZtY. &I then 
licenses us to conclude X&Y. In other words, we can state the &I rule by 
saying 

&I Rule: If ZtX and ZtY, then ZtX&Y. 

There is a fine point here, about whether this really expresses the &I 
rule. The  worry is that 'ZtX' means there exists a derivation from Z to 
X, and 'ZtY' means that there exists a derivation from Z to Y. But the 
two derivations may well not be the same, and they could both differ 
extensively from some of the derivations in virtue of which 'ZtX&Y' is 
true. 

For sentence rules, this worry can be resolved. But it's really not impor- 
tant because, as with rule soundness, this way of stating the rules will 
provide us with all we need for the soundness proof. We proceed by in- 
troducing the sense in which the &I rule is sound. We do this by taking 
the statement of the rule and substituting 'k' for 't': 

L7 (Soundness o f  &I): If Z ~ X  and Z ~ Y ,  then Z~X&Y.  

Why should we call this soundness of the &I rule? First, it has the same 
form as the rule &I. It is the semantic statement which exactly parallels 
the syntactic statement of the &I rule. And it tells us that if we start with 
any interpretation I which makes the premises Z true, and if we get as far 
as showing that X and Y are also true in I, then the conjunction X&Y is 
likewise true in I. 

In particular, you can show that L7 directly implies that &I is truth 
preserving in the original sense by looking at the special case in which 
Z = {X,Y}. {x,Y}~x and {X,Y}~Y are trivially true. So L7 says that 
{x,Y}~x&Y, which just says that any interpretation which makes X true 
and also makes Y true makes the conjunction X&Y true. 

We treat the other sentence rules in exactly the same way. This gives 

L8 (Soundness of  &E: If z~x&Y, then Z ~ X ;  and if Z ~ X & Y ,  then Z ~ Y .  

L9 (Soundness o f  vI): If ZkX, then Z ~ X V Y ;  and if Z ~ Y ,  then Z ~ X V Y .  

LIO (Soundness o f  vE): If Z ~ X V Y  and Zk-X, then Z ~ Y ;  and if Z ~ X V Y  and 
Zk - Y, then ZkX. 

L11 (Soundness o f  -E): 1f Zk--x, then Z ~ X .  

L12 (Soundness o f  3 E :  If Z ~ X ~ Y  and Z ~ X ,  then Z ~ Y .  

L13 (Soundness o f  =I): If Z ~ X ~ Y  and Z ~ Y ~ X ,  then Z ~ X E Y .  

L14 (Soundness o f  =E): If  Z ~ X E Y ,  then Z ~ X ~ Y ;  and if Z ~ X ~ Y ,  then 
zky3x. 

EXERCISES 

13-3. Prove lemmas L7 to L14. Note that in proving these you do 
not need to deal with t at all. For example, to prove L7, you need 
to show, using the antecedent, that Z~X&Y. So you assume you are 
given an I for which all sentences in Z are true. You then use the 
antecedent of L7 to show that, for this I, X&Y is also true. 

13-4. In this problem you will prove that for sentence rules, such as 
the rules described in L7 to L14, what I have called rule soundness 
and the statement that a rule is truth preserving really do come to 
the same thing. You do this by giving a general expression to the 
correspondence between a syntactic and a semantic statement of a 
rule: 

Suppose that X, Y, and W have forms such that 

( i )  (VI){[Mad(I,X) & Mod(I,Y)] 3 Mod(I,W)}. 

That is, for all I, if I makes X true and makes Y true, then I makes 
W true. Of course, this won't be the case for just any X, Y, and W. 
But in special cases, X, Y, and W have special forms which make (i) 
true. For example, this is so if X = U, Y = UIV, and W = V. In 
such cases, thinking of X and Y as input sentences of a rule and W 
as the output sentence, (i) just says that the rule that allows you to 
derive W from X and Y is truth preserving in our original sense. 

Now consider 

(ii) If Z ~ X  and ZkY, then Z ~ W .  

This is what I have been calling soundness of the rule stated by say- 
ing that if ZtX and ZtY, then ZtW. (ii) gives turnstyle expression to 
the statement that the rule which licenses concluding W from X and 
Y is truth preserving. 

Here is your task. Show that, for all X, Y, and W, (i) holds iff and 
(ii) holds. This shows that for sentence rules (rules which have only 
sentences as inputs) the two ways of saying that a rule is truth pre- 
serving are equivalent. Although for generality, I have expressed (i) 
and (ii) with two input sentences, your proof will work for rules with 
one input sentence. You can show this trivially by letting 
Y = Av-A for rules with one input sentence. 

I have not yet discussed the two subderivation rules, 31 and -I.  Sound- 

ness of these rules comes to 
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L15 (Soundness of >I): 1f ZU{X}~Y, then ZkX>Y. 

L16 (Soundness of -I): 1f ZU{X)~Y and ZU{X}~-Y, then Zk-X. 

In the case of >I and -I there is a more substantial question of 
whether, and in what sense, L15 and L16 also express the intuitive idea 
that these rules are truth preserving. The problem is that the turnstyle 
notion makes no direct connection with the idea of subderivations. Thus, 
if the syntactic counterpart of L15 is assumed (if ZU{X}kY, then ZkX>Y), 
it is not clear whether, or in what sense, one can take this to be a state- 
ment of the >I rule. (The converse is clear, as you will show in exercise 
13-6.) However, this issue need not sidetrack us, since L15 and L16 will 
apply directly in the inductive proof, however one resolves this issue. 

EXERCISES 

13-5. Prove L15 and L16. 

13-6. Prove that if the system of derivations includes the rule >I, 
then if ZU{X}kY, then ZkX>Y. Also prove that if the system 
of derivations includes the rule -I, then if both ZU{X}kY and 
ZU{X}k-Y, then Zk-X. 

We are now ready to prove T5, soundness for derivations. Here is an 
outline of the proof: W; will start with an arbitrary derivation and look 
at an arbitrary line, n. We will suppose that any interpretation which 
makes governing premises and assumptions true makes all prior lines 
true. Rule soundness will then apply to show that the sentence on line n 
must be true too. Strong induction will finally tell us that all lines are true 
when their governing premises and assumptions are true. The special 
case of the derivation's last line will constitute the conclusion we need for 
soundness. 

To help make this sketch precise, we will use the following notation: 

X,, is the sentence on line n of a derivation. Z, is the set of premises and 
assumptions which govern line n of a derivation. 

Now for the details. Suppose that for some Z and X, ZkX. We must 
show that Z ~ X .  The assumption ZkX means that there is some derivation 
with premises a subset of Z, final conclusion X, and some final line num- 
ber which we will call n*. The initial premises are the sentences, Z,., gov- 
erning the last line, n*; and the final conclusion, X, is the sentence on the 
last line, which we are calling X,.. We will show that z,.~x,.. This will 
establish ZkX because X,,. = X and Z,. is a subset of Z. (Remember ex- 
ercise 10-10.) 

We will establish Z,.kX,. by showing that z,kX, for all n, 1 5 n 5 n*. 
And in turn we will establish this by applying strong induction. We will 
use the 

Inductive property: &k&. 

and the 

Inductive hypothesis: ZikX, holds for ail i < n. 

So let's consider an arbitrary line, n, and assume the inductive hypoth- 
esis. What we have to do is to consider each of the ways in which line n 
might be justified and, applying the inductive hypothesis, show that the 
inductive property holds for line n. 

First, X,, might be a premise or an assumption. Notice, by the way, that 
this covers the special case of the first line (n = l) ,  since the first line of 
a derivation is either a premise or, in the case of a derivation with no 
premises, the assumption of a subderivation. But if X,, is a premise or 
assumption, X,, is a member of Z,. Therefore, z,~x,. 

Next we consider all the sentence rules. I'll do one for you and let you 
do the rest. Suppose that X,, arises by application of &I to two previous 
lines, Xi and Xj, so that X,, = X,&X,. By the inductive hypothesis 

4k~i and Zjk% (Inductive hypothesis) 

Since we are dealing with a sentence rule, Xi, Xj, and X,, all occur in the 
same derivation. Consequently, Zi = Zj = Z,. So 

Z,kxi and Z,kxj. 

This is just the antecedent of lemma 7, which thus applies to the last line 
to give z,kX,,. 

EXERCISE 

13-7. Apply lemmas L8 to L14 to carry out the inductive step for 
the remaining sentence rules. Your arguments will follow exactly the 
same pattern just illustrated for &I. 

Turning to the other rules, suppose that X, arises by reiteration from 
line i. That is just to say that X,, = Xi. We have as inductive hypothesis 
that zikxi.  If lines i and n are in the same derivation, Z, = Zi, so that 
z,kX,,, as we require. If we have reiterated Xi into a subderivation, Z, 
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differs from Zi by adding the assumption of the subderivation (or the 
assumptions of several subderivations if we have reiterated several levels 
down). That is, Zi is a subset of Z,. But as you have shown in exercise 10- 
10, if ~ ~ 1 %  and Zi is a subset of Z,, then z,kX,. 

Now suppose that X,, arises by >I.  Then on previous lines there is a 
subderivation, beginning with assumption Xi and concluding with Xj, so 
that X,, = Xi>Xj. By inductive hypothesis, 

zjkxj (Inductive hypothesis for line j) 

The trick here is to notice that the subderivation has one more assump- 
tion than Z,. Though not perfectly general, the following diagram will 
give you the idea: 

Set of Premises and Assumptions 

When we start the subderivation with the assumption of Xi, we add the 
assumption Xi to Z, to get Zi = Z,U{XJ as the total set of premises and 
assumptions on line i. When we get to line n and discharge the assump- 
tion of Xi, moving back out to the outer derivation, we revert to Z, as the 
set of governing premises and assumptions. 

Since Zj = Z,u{Xi), we can rewrite what the inductive hypothesis tells 
us about line j as 

But this is just the antecedent of lemma L15! Thus lemma L15 immedi- 
ately applies to give z,kXi>Xj, or z,~x,, since X, = Xi>Xj. 

13-8. Carry out the inductive step for the case in which X, arises by 
application of -I.  Your argument will appeal to lemma L16 and 
proceed analogously to the case for >I.  

We have covered all the ways in which X,, can arise on a derivation. 
Strong inducton tells us that z,kX,, for all n, including n*, the last line of 
the derivation. Since Z,* is a subset of Z and X,. = X, this establishes ZkX, 
as was to be shown. 

13-3. COMPLETENESS FOR DERIVATIONS: INFORMAL 

INTRODUCTION 

We still need to prove 

T6 (Completeness for sentence logic derivations): For any finite set of sen- 
tences, Z, and any sentence, X, if Z ~ X ,  then ZtX. 

where 'I-' is understood to mean kd, derivability in our natural deduction 
system. The proof in this section assumes that Z is finite. Chapter 14 will 
generalize to the case of infinite Z. - 

The proof of completeness for derivations is really an adaptation of the 
completeness proof for trees. If you have studied the tree completeness 
proof, you will find this and the next section relatively easy. The connec- 
tion between trees and derivations on this matter is no accident. Histori- 
cally, the tree method was invented in the course of developing the sort 
of completeness proof that I will present to you here. 

Begin by reading section 12-1, if you have not already done so, since 
we will need lemma L1 and the notation from that section. Also, do ex- 
ercises 12-1 and 12-2. (If you have not studied trees, you will need to 
refresh your memory on the idea of a counterexample; see section 4-1, 
volume I.) For quick reference, I restate L1: 

L1: Z ~ X  iff ZU{-X} is inconsistent. 

The basis of our proof will be to replace completeness with another 
connection between semantic and syntactic notions. Let us say that 

Dig: Z is Syntactically Inconsirtent iff ZtA&-A. 

Semantic inconsistency is just what I have been calling 'inconsistency', de- 
fined in chapter 10, D7, as (V1)-Mod(1,Z). L1 says that an argument is 
valid iff the premises together with the negation of the conclusion form a 
semantically inconsistent set. Analogously 

L17: ZU{-X}tA&-A iff ZtX. 
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says that -X together with the sentences in Z form a syntactically incon- 
sistent set iff there is a proof using sentences in Z as premises to the 
conclusion X. Together, L1 and L17 show that T6 is equivalent to 

T7: For any finite set of sentences, Z, if Z is semantically inconsistent, then 
Z is syntactically inconsistent; that is, if (W)-Mod(I,Z), then ZkA&-A. 

EXERCISES 

13-9. Prove L17. 

13-10. Using L1 and L17, prove that T6 is equivalent to T7. 

We have boiled our problem down to proving T7. We do this by devel- 
oping a specialized, mechanical kind of derivation called a Semantic Ta- 
bleau Derivation. Such a derivation provides a systematic way of deriving a 
contradiction if the original premises form an inconsistent set. 

If you haven't done trees, it is going to take you a little time and pa- 
tience to see how this method works. On a first reading you may find the 
next few paragraphs very hard to understand. Read them through even 
if you feel quite lost. The trick is to study the two examples. If you go 
back and forth several times between the examples and the text you will 
find that the ideas will gradually come into focus. The next section will 
add further details and precision. 

A semantic tableau derivation is a correct derivation, formed with a 
special recipe for applying derivation rules. Such a derivation is broken 
into segments, each called a Semantic Tableau, marked off with double 
horizontal lines. We will say that one tableau Generates the next tableau. 
Generating and generated tableaux bear a special relation. If all of a gen- 
erated tableau's sentences are true, then all the sentences of previous gen- 
erating tableaux are true also. In writing a derivation, each tableau we 
produce has shorter sentences than the earlier tableaux. Thus, as the der- 
ivation develops, it provides us with a sequence of tableaux, each a list of 
sentences such that the sentences in the later tableaux are shorter. The 
longer sentences in the earlier tableaux are guaranteed to be true if all of 
the shorter sentences in the later tableaux are true. 

A tableau derivation works to show that if a set, Z, of sentences is se- 
mantically inconsistent, then it is syntactically inconsistent. Such deriva- 
tions accomplish this aim by starting with the sentences in Z as its prem- 
ises. The derivation is then guaranteed to have 'A&-A' as its final 
conclusion if Z is (semantically) inconsistent. 

To see in outline how we get this guarantee, suppose that Z is an arbi- 
trary finite set of sentences, which may or may not be inconsistent. (From 
now on, by 'consistent' and 'inconsistent' I will always mean semantic con- 

sistency and inconsistency, unless I specifically say 'syntactic consistency' 
or 'syntactic inconsistency'.) A tableau derivation, starting from Z as prem- 
ises, will continue until it terminates in one of two ways. In the first way, 
some final tableau will have on it only atomic and/or negated atomic sen- 
tences, none of which is the negation of any other. You will see that such 
a list of sentences will describe an interpretation which will make true all 
the sentences in that and all previous tableaux. This will include the orig- 
inal premises, Z, showing this set of sentences to be consistent. Further- 
more, we will prove that if the initial sentences form a consistent set, the 
procedure must end in this manner. 

Consequently, if the original set of sentence forms an inconsistent set, 
the tableau procedure cannot end in the first way. It then ends in the 
second way. In this alternative, all subderivations end with a contradic- 
tion, 'A&-A'. As you will see, argument by cases will then apply repeat- 
edly to make 'A&-A' the final conclusion of the outermost derivation. 

Altogether we will have shown that if Z is (semantically) inconsistent, 
then Z!-A&-A, that is, Z is syntactically inconsistent. 

To see how all this works you need to study the next two examples. 
First, here is a tableau derivation which ends in the first way (in writing 
lines 3 and 4, I have omitted a step, '-B&-C', which gives 3 and 4 by 
&E): 

You can see that this is a correct derivation in all but two respects: I have 
abbreviated by omitting the step '-B&-C', which comes from 1 by DM 
and gives 3 and 4 by &E; and I have not discharged the assumptions of 
the subderivations to draw a final conclusion in the outer derivation. 

1 
2 

3 

4 
5 

Each tableau is numbered at the end of the double lines that mark its 

-(BvC) P 
BvD P 

1 
-B 1, DM, &E 

-C 1, DM, &E 
BvD 2, R 

6 

7 
8 
9 A&-A 6, 7, CD 

X 

3 

11 
12 -C 4, R 

4 
+ 
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end. A tableau may generate one new tableau (Sequential Generation): In 
this example tableau 1 generated tableau 2 by applying the rules DM, &E, 
and R. Or a tableau may generate two new tableaus (Branching Genera- 
tian): In the example tableau 2 generated tableaux 3 and 4 by starting two 
new subderivations, each using for its assumption one of the disjuncts, 'B' 
and 'D' of 'BvD' on line 5, and each reiterating the rest of tableau 2. 

Tableau 3 ends in a contradiction. It can't describe an interpretation. 
We mark it with an ' x '  and say that it is Closed. Tableau 4, however is 
Open. It does not contain any sentence and the negation of the same sen- 
tence; and all its sentences are Minimal, that is, either atomic or negated 
atomic sentences. Tableau 4 describes an interpretation by assigning f to 
all sentence letters which appear negated on the tableau and t to all the 
unnegated sentence letters. In other words, the interpretation is the truth 
value assignment which makes true all the sentences on this terminal tab- 
leau. 

Note how the interpretation described by tableau 4 makes true all the 
sentences on its generator, tableau 2. The truth of '-B' and '4' carries 
upward simply because they are reiterated, and the truth of 'D' guaran- 
tees the truth of 'BvD' by being a disjunct of the disjunction. You should 
check for yourself that the truth of the sentences in tableau 2 guarantees 
the truth of the sentences in tableau 1. 

Examine this example of a tableau derivation which ends in the second 
way: 

1 
2 

3 
4 
5 

6 

7 
8 
9 

10 

11 
12 
13 

14 

-(BvC) 
BvC 

1 - B 
-C 

BvC 

-C 
A&-A 

P 
P 

1, DM, &E 
1 ,  DM, &E 
2, R 

A 

3, R 
4, R 
6, 7, CD 

In this example, all terminal tableaux (3 and 4) close, that is, they have 
both a sentence and the negation of the same sentence, to which we apply 

the rule CD. We can then apply AC to get the final desired conclusion, 
'A&-A'. 

Again, here is the key point: I am going to fill in the details of the 
method to guarantee that a consistent initial set of sentences will produce 
a derivation like the first example and that an inconsistent set will give a 
result like the second example. More specifically, we will be able to prove 
that if there is an open terminal tableau, like tableau 4 in the first exam- 
ple, then that tableau describes an interpretation which makes true all its 
sentences and all the sentences on all prior tableaux. Thus, if there is an 
open terminal tableau, there is an interpretation which constitutes a 
model of all the initial sentences, showing them to form a consistent set. 
Conversely, if the original set is inconsistent, all terminal tableaux must 
close. We will than always be able to apply argument by cases, as in the 
second example, to yield 'A&-A' as a final conclusion. But the last two 
sentences just state T7, which is what we want to prove. 

To help you get the pattern of the argument, here is a grand summary 
which shows how all our lemmas and theorems connect with each other. 
We want to show T6, that if ZkX, then ZkX. We will assume ZkX, and to 
take advantage of lemmas L1 and L17, we then consider a semantic tab- 
leau derivation with the sentences in ZU{-X} as the initial tableau. Then 
we argue 

( 1 )  Z ~ X .  (Assumption) 

(2) If Z ~ X ,  then ZU{-X} is inconsistent. (By L1) 

(3) If some terminal tableau is open, then ZU{-X} is consistent. (By L18, 
to be proved in the next section) 

(4) If ZU{-X} is inconsistent, then all terminal tableaux close. (Contrapo- 
sitive of (3)) 

(5) If all terminal tableaux close, then ZU{-X}l-A&-A. (L20, to be proved 
in the next section) 

(6) If ZU{-X}l-A&-A, then Zl-X. (By L17) 

Now all we have to do is to discharge the assumption, (I), applying it to 

(2), (4), (5), and (6), giving 

T6: If Z ~ X ,  then Zl-X. 

In the next section we carry out this strategy more compactly by proving 
T7 (corresponding to (4) and (5) above), which you have already proved 
to be equivalent to T6. 

13-4. COMPLETENESS FOR DERIVATIONS: FORMAL DETAILS 

To keep attention focused on the main ideas, I'm going to restrict consid- 
eration to sentences in which '-' and 'v' are the only connectives used. 
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Once you understand this special case, extension to the other connectives 
will be very easy. As I mentioned, I will also carry out the proof only 
under the restriction that the initial set of sentences, Z, is finite. Chapter 
14 will generalize the result to infinite sets, Z. 

To help fix ideas, I'll start with a slightly more extended example. Skip 
over it now and refer back to it as an illustration as you read the details. 

The method of semantic tableau derivations constitutes a way of testing 
a finite initial set of sentences for consistency. Here are the rules for gen- 
erating such a derivation: 

R1 Znicial Tabbau: The method begins by listing the sentences in the set 
to be tested as the premises of the derivation. This initial list constitutes the 
initial tableau. 

Lines 1 and 2 in the example are an initial tableau. 
Each further tableau (the Generabd Tableau) is generated from some 

prior tableau (the Generating Tableau) by one of two methods: 

R2 Sequatial generation 

a) Each line of the generated tableau is a new line of the same derivation 
as the generating tableau. 

b) If a sentence of the form --X occurs on the generating tableau, enter 
X on the generated tableau. 

C) If a sentence of the form -(XVY) occurs on the generating tableau, 
enter -X and -Y as separate lines on the generated tableau. - 

d) Reiterate all remaining sentences of the generating tableau as new lines 
of the generated tableau. 

Tableaux 2 and 3 in the example illustrate sequentially generated 
tableaux. c) is illustrated in the example by lines 3, 4, 6, 7, 8, and 9. d) is 
illustrated by lines 5 and 10. Note that the rule I apply for c), which I 
have called '-v', is a new derived rule, constituted by simply applying DM 
followed by &E. 

R3 Branching generation: 

a) If a sentence of the form XVY occurs on the generating tableau, start 
two new subderivations, one with assumption X and the other with as- 
sumption Y. 

b) Reiterate all the remaining sentences of the generating tableau on each 
of the subderivations. 

c) Each of the (initial parts of) the subderivations started by steps a) and 
b) constitutes a generated tableau. 

Branching generation is illustrated in the example by tableaux 4, 5, 6, 7. 
Tableaux 4, 6, and 7 illustrate what happens when both a sentence and 

the negation of a sentence appear on a tableau. No interpretation will 
make all the sentences on such a tableau true. So such a tableau will never 
provide an interpretation which will prove the original sentences consis- 
tent. We record this fact by extending the tableau by applying CD to de- 
rive 'A&-A'. We say that such a tableau is Closed and mark it with an ' x '. 

We have applied CD to draw the explicit contradiction, 'A&-A', on 
closed tableaux because this contradiction will be helpful in deriving 
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'A&-A' in the outermost derivation. We will see that, if the original set 
of sentences is inconsistent, then all chains of tableaux will terminate with 
a closed tableau. Argument by cases will then allow us to export 'A&-A' 
from subderivations to outer derivations, step by step, until we finally get 
'A&-A' as the final conclusion of the outermost derivation. 

We make these ideas more precise with two further instructions: 

R4: If both a sentence and the negation of the same sentence appear on a 
tableau, apply CD to derive 'A&-A' as the last line of the tableau, and mark 
the end of the tableau with an ' X  ' to indicate that it is Closed. Do not gen- 
erate any new tableaux from a closed tableau. 

R5: If 'A&-A' appears on two subderivations, both generated by the same 
disjunction in the outer derivation, apply AC to write 'A&-A' as the final 
conclusion on the outer derivation. 

Look again at tableaux 4, 6, and 7, as illustrations of R4. Lines 30 and 31 
illustrate R5. 

We now need to prove that semantic tableau derivations do what they 
are supposed to do. Here is the intuitive idea. We start with a set of sen- 
tences. The tableau procedure constitutes a way of determining whether 
or not this set is consistent. This works by systematically looking for all 
possible ways of making the original sentences true. If the systematic 
search turns up a way of making all the original sentences true (a model), 
then we know that the original set is consistent. Indeed, we will prove that 
if the original set is consistent, the procedure will turn up such an inter- 
pretation. Thus we know that if the procedure fails to turn up such an 
interpretation, the original set must be inconsistent. This is signaled by all 
chains of tableaux terminating with a closed tableau. 

The procedure accomplishes these aims by resolving the original sen- 
tences into simpler and simpler sentences which enable us to see what 
must be true for the original set to be true. Each new tableau consists of 
a set of sentences, at least some of which are shorter than previous sen- 
tences. If all of the generated tableau's sentences are true, then all of the 
sentences on the generating tableau will be true. For a sequentially gen- 
erated tableau, the new sentences give us what has to be true for the 
sentences on the generating tableau to be true. When we have branching 
generation, each of the two new tableaux gives one of the only two pos- 
sible ways of making all sentences of the generating tableau true. In this 
way the procedure systematically investigates all ways in which one might 
try to make the original sentences true. Attempts that don't work end in 
closed tableaux. 

We need to work these ideas out in more detail. We will say that 

A tableau is a Tenninul Tableau if it has not generated any other tableau, and 
no rule for tableau generation applies to it. 

It can happen that no rule applies to a tableau for one of two reasons: 

The tableau can be closed. Or it might be open but have only minimal 
sentences (atomic or negated atomic sentences). We will discuss these two - 
cases separately. 

First we will prove 

L18: An open terminal tableau describes an interpretation in which all sen- 
tences of the initial tableau are true. 

An open terminal tableau has only minimal sentences, none of which is 
the negation of any other. The interpretation such a tableau specifies is 
the one which makes all its sentences true, that is, the assignment of t to 
all the tableau's unnegated atomic sentences and f to the atomic sentences 
which appear negated on the tableau. Let's call such an interpretation a 
Tminul  Interpretation, for short. 

Our strategy will be to do an induction. Suppose we are given an open 
terminal tableau, and so the terminal interpretation, I, which it specifies. 
The fact that all the sentences of the terminal tableau are true in 1 pro- 
vides our basis step. For the inductive step you will show that instructions 
for constructing a tableau derivation guarantee that if all the sentences of 
a generated tableau are true in an interpretation, then all the sentences 
of the generating tableau are true in the same interpretation. Thus all the 
sentences of the tableau which generated the terminal tableau will be true 
in I. In turn, that tableau's generator will have all its sentences true in I. 
And so on up. In short, induction shows that all the Ancestors of the open 
terminal tableau are true. 

To fill in the details of this sketch, you will first prove the inductive 
step: 

L19: If tableau Tp is generated from tableau TI and all sentences of T, are 
true in interpretation I, then all the sentences of TI are also true in I. 

EXERCISE 

13-11. Prove L19. 

Since the proof of L18 will be inductive, we need to specify more clearly 
the sequence of cases on which to do the induction: 

A terminal tableau's generator will be called the tableau's first Ancestor. In 
general, the i + 1st ancestor of a terminal tableau is the generator of the 
ith ancestor. 

We will do the induction starting from a 0th case, namely, the terminal 
tableau. The ith case will be the terminal tableau's ith ancestor. 
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We are now ready to prove L18. Suppose we are given a semantic tab- 
leau derivation, with an open terminal tableau. This tableau specifies an 
interpretation, I, in which all the terminal tableau's sentences are true. 
The inductive property is: The nth ancestor of the terminal tableau has 
all its sentences true in I. The terminal tableau provides the basis case. By 
L19, if the nth ancestor of the terminal tableau has all its sentences true 
in I, then so does the n + 1st ancestor. Then, by induction, all the ter- 
minal tableau's ancestors have all their sentences true in I, which includes 
the derivation's initial tableau, as required to prove L18. 

I have now said all I need about tableau derivations which terminate 
with one or more open tableaux. What happens if all the terminal tab- 
leaux are closed? In a word, rule R5 applies repeatedly until, finally, 
'A&-A' appears as the final conclusion of the outermost derivation: 

L20: If in a semantic tableau derivation all the terminal tableaux are closed, 
then 'A&-A' appears as the derivation's final conclusion. 

We will prove this with another induction. 
We need a sequence of cases on which to do the induction. The natural 

choice is the level or depth of subderivations, as measured by the number 
of nested scope lines. But we want to start with the deepest level of sub- 
derivation and work our way back out. So we need to reverse the order- 
ing: The first level of subderivations will be the deepest, the second will 
be the subderivations one level less deep, and so on. More exactly defined 

Given a tableau derivation, let k be the largest number of nested scope lines 
on the derivation (including the outermost scope line). The Inverted Level of 
each subderivation is k less the number of scope lines to the left of the 
subderivation. 

(I will henceforth omit the word 'inverted' in 'inverted level'.) 
The key to the proof will be the inductive step: 

L21: Let D be a semantic tableau derivation in which all terminal tableaus 
are closed. Then, if all of D's subderivations of level n have 'A&-A' as their 
final conclusion, so do all the subderivations of level n + 1. 

(I construe 'subderivation' broadly to include the outermost derivation, a 
sort of null case of a subderivation.) 

EXERCISE 

13-12. Prove L2 1. I 

We are now ready to prove L20. Let D be a semantic tableau derivation 
in which all terminal tableaux are closed. Our inductive property will be: 
All the subderivations of level n have 'A&-A' as their final conclusion. Ai 
level 1 all subderivations have no sub-subderivations. So all of the subder- 
ivations must end in terminal tableaux. By assumption, all of these are 
closed. So the inductive property holds for level 1. L21 gives the inductive 
step. By induction, the derivations at all levels conclude with 'A&-A', 
which includes the outermost derivation. 

We are at long last ready to prove T7. Suppose that Z, a finite set of 
sentences, is inconsistent. (Note that, if inconsistent, Z must have at least 
one sentence.) Make the sentences of this set the first tableau of a seman- 
tic tableau derivation. Suppose that the derivation has an open terminal 
tableau. Then, by L18, there is an interpretation which makes true all the 
sentences in Z. But this is impossible since Z is supposed to be inconsis- 
tent. Therefore all terminal tableaux are closed. Then L20 tells us that 
the derivation terminates with 'A&-A', so that ZkA&-A, as was to be 
shown. 

We have one more detail to complete. My proof of T7 is subject to the 
restriction that 'v' and '-' are the only connectives which appear in any of 
the sentences. We easily eliminate this restriction by exchanging sentences 
with other connectives for logical equivalents which use 'v' and '-' instead. 
At each stage we deal only with the main connective or, for negated sen- 
tences, with the negation sign and the main connective of the negated 
sentence. We rewrite rule R2 for sequential generation to read: 

R2 Sequential generation: 

Each line of the generated tableau is a new line of the same derivation 
as the generating tableau. 

If a sentence of the form --X occurs on the generating tableau, enter 
X on the generated tableau. 

If a sentence of the form -(XvY) occurs on the generating tableau, 
enter both -X and -Y as separate lines on the generated tableau. 

If a sentence of the form X&Y occurs on the generating tableau, enter 
both X and Y as separate lines on the generated tableau. 

If a sentence of the form X>Y occurs on the generating tableau, enter 
-XvY on the generated tableau. 

If a sentence of the form XEY occurs on the generating tableau, enter 
(X&Y)v(-X&-Y) on the generated tableau. 

If a sentence of the form -(X&Y) occurs on the generating tableau, 
enter -XV-Y on the generated tableau. 

If a sentence of the form -(X>Y) occurs on the generating tableau, 
enter both X and -Y as separate lines on the generated tableau. 

If a sentence of the form -(X=Y) occurs on the generating tableau, 
enter (X&-Y)v(-X&Y) on the generated tableau. 

Reiterate all remaining sentences of the generating tableau as new lines 
of the generated tableau. 
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We could provide a more complicated version of R2 which would pro- 
duce more efficient tableau derivations, but it's not worth the effort since 
true efficiency is only obtained with the truth tree method. In the next 
exercises you will show that the proof for the special case, using only the 
connectives 'v' and '-', extends to the general case covered by our refor- 
mulated R2. 

EXERCISES 

Generalizing the proof of T7 only requires checking three points. 

13-13. I argued that a tableau derivation always comes to an end 
because each new tableau shortens at least one sentence of the pre- 
vious tableau. This argument no longer works, at least not as just 
stated. Show that tableau derivations, with sentences using any sen- 
tence logic connectives and the new rule R2, always come to an end. 
13-14. Check that when all terminal tableaux close, a tableau deri- 
vation created using the new rule R2 is a correct derivation. You will 
have to prove two new derived rules, one for biconditionals and one 
for negated biconditionals. 

13-15. Reprove lemma L19 for our fully general tableau deriva- 
tions. 

13-16. Explain why the proof of completeness in this section shows 
that the primitive sentence logic derivation rules of chapter 5 (vol- 
ume I) are complete for sentence logic. 

I CHAPTER CONCEPTS 

As a check on your mastery of this material, review the following 
ideas to make sure you understand them clearly: 

a) Rule Soundness 

b) Sentence Rule 

C) Subderivation Rule 

d) Semantic and Syntactic Inconsistency 

e) Semantic Tableau Derivation (or Tableau Derivation) 
f) Tableau 

g) Initial Tableau 

h) Generating Tableau 

i) Generated Tableau 

j) Sequential Generation 
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k) Branching Generation 

I) Derived Rule -v 

m) Closed Tableau 
n) Minimal Sentence 

o) Terminal Tableau 

p) Terminal Interpretation 
q) Ancestors of a Tableau 



Koenig's Lemma, 
Compactness, 
and Generalization 
to Infinite Sets 
of Premises 

14-1. KOENIG'S LEMMA 

My proofs of completeness, both for trees and for derivations, assumed 
finiteness of the set Z in the statement ~k-X. Eliminating this restriction 
involves something called 'compactness', which in turn is a special case of 
a general mathematical fact known as 'Koenig's lemma'. Since we will 
need Koenig's lemma again in the next chapter, we will state and prove it 
in a form general enough for our purposes. 

Suppose we have a branching system of points, or Nodes, such as the 
following: 

The  nodes are connected by branching lines running downward; these 

212 

are called Paths, or Branches. I have numbered the horizontal lines to help 
in referring to parts of the tree. We will consider only tree structures 
which have Finite Branching-that is, from any one node, only finitely 
many branches can emerge. T o  keep things simple, I will always illustrate 
with double branching, that is, with at most two branches emerging from 
a node. The  restriction to two branches won't make an important differ- 
ence. 

Truth trees are one example of such a tree structure. Semantic tableau 
derivations are another, with each branch representing the formation of 
a new subderivation and each node representing all the tableaux on a 
subderivation before starting new subderivations. Some of the paths end 
with a ' x  ', as when we close a path in a truth tree or close a tableau in a 
tableau derivation. We say that such a path is Closed. A tree might have 
only finitely many horizontal lines, That is, there might be a line number, 
n, by which all paths have ended, or  closed. Or  such a tree might have 
infinitely many lines. What we want to prove is that if such a tree is infi- 
nite (has infinitely many horizontal lines with at least one open path ex- 
tending to each line), then there is an infinite path through the tree. 

Perhaps this claim will seem obvious to you (and perhaps when all is 
said and done it is obvious). But you should appreciate that the claim is 
not just a trivial logical truth, so it really does call for demonstration. The 
claim is a conditional: If for every line there is an open path extending to 
that line, t h  there is an open path which extends to every line. The 
antecedent of the conditional is a doubly quantified sentence of the form 
(Vu)(3v)R(u,v). The consequent is the same, except that the order of the 
quantifiers has been reversed: (3v)(Vu)R(u,v). Conditionals of this form 
are not always true. From the assumption that everyone is loved by some- 
one, it does not follow that there is someone who loves everyone. The 
correctness of such conditionals or their corresponding arguments re- 
quires special facts about the relation R. 

The tree structure provides the special facts we need in this case. Let's 
assume that we have an infinite tree, that is, a tree with infinitely many 
horizontal lines and at least one open path extending to each line. The 
key is to look at infinite subtrees. For example, look at line 3. The first, 
third, and fourth nodes can each be viewed as the first node in its own 
subtree, that is, the system of paths which starts with the node in question. 
The  first node of line 3 heads a subtree which does not end, at least not 
as far as we can tell by as much of the tree as I have drawn. The  same is 
true for the third node of line 3. But the fourth node heads a subtree 
that we can see is finite: All paths starting from that node close. 

Now consider all of the nodes of line 3 again. Suppose that all of the 
subtrees headed by these nodes are finite. Then the whole tree would be 
finite. Line 3 has only four nodes, and if each has below it only finitely 
many nodes, then there are only finitely many nodes in the whole tree. 
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In such cases there are no more than four times the maximum number 
of nodes in the subtrees headed by line 3 nodes, plus the three nodes in 
lines 1 and 2. Conversely, if the whole tree is infinite, at least one node of 
line 3 must head an infinite subtree. 

We can use induction to prove that the same will be true of any line of 
an infinite tree: 

L22: In any infinite tree, every line has at least one node which heads an 
infinite subtree. 

Suppose we have an infinite tree. Our inductive property will be: The 
nth line has at least one node which heads an infinite tree. Line 1 has this 
property, by assumption of the argument. This gives the basis step of the 
induction. For the inductive step, assume the inductive hypothesis that 
line n has the inductive property. That is, line n has at least one node 
which heads an infinite tree. Let N be the leftmost such node. Consider 
the nodes on line n + 1 below node N. If both of these nodes were to 
head only finite subtrees, then N would also head only a finite subtree, 
contrary to the inductive hypothesis. So at least one of these nodes of line 
n + 1 must also head an infinite subtree. In sum, if line n has the induc- 
tive property, so does line n + 1, completing the inductive proof of L22. 

It is now easy to establish 

L23 (Koenig's lemma): In any infinite tree there is an infinite path. 

Proof: Given an infinite tree, start with the top node and extend a path 
from each line to the next by choosing the leftmost node in the next line 
which heads an infinite tree. L22 guarantees that there will always be such 
a node. Since at each stage we again pick a node which heads an infinite 
tree, the process can never end. (See Exercise 14-1.) 

14-2. C O M P A C T N E S S  A N D  INFINITE SETS O F  PREMISES 

In my proofs of completeness, the statement that if ZkX, then ZtX, I 
assumed that Z is finite. But in my original definition of z ~ X  and ZtX, I 
allowed Z to be infinite. Can we lift the restriction to finite Z in the proofs 
of completeness? 

There is no problem with t .  By ZtX, for infinite Z, we just mean that 
there is a proof which uses some finite subset of Z as premises. Counting 
Z as a subset of itself, this means that (whether Z is finite or infinite) X 
can be derived from Z iff X can be derived from some finite subset of Z. 

That is (using 'Z'CZ' to mean that Z' is a subset of Z) 

(1) ZkX iff (3Z1)(Z'CZ and Z' is finite and Z'kX). 

EXERCISE 

14-1. Consider a tree that looks like this: 

This tree differs from the ones we have been considering because it 
allows Infinite Branching-that is, from one node (here, the first 
node) infinitely many new branches emerge. These branches also 
extend farther and farther down as you move from left to right, so 
that the tree extends infinitely downward as well as to the right. For 
each integer, n, there is an open path that extends to the nth line. 
But there is no infinite path through the tree! 

This example helps to show that Koenig's lemma is not just a triv- 
ial truth. Thinking about this example will also help to make sure 
you understand the proof of Koenig's lemma. 

Explain why the proof of Koenig's lemma breaks down for trees 
with infinite branching. My proof actually assumed at most double 
branching. Rewrite the proof to show that Koenig's lemma works 
when the tree structure allows any amount of finite branching. 
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What we need is a similar statement for 1: 

(2) Z ~ X  iff (3Z1)(Z'C Z and Z' is finite and ~ ' k x ) .  

(1) and (2) will enable us quickly to connect completeness for finite Z' with 
completeness for infinite Z. 

Using L1 we see that (2) is equivalent to 

(3) ZU{-X) is inconsistent iff (3Zr)(Z'CZ and Z' is finite and Z'U{-X) is 
inconsistent). 

Compactness is just (3), but stated slightly more generally, without the 
supposition that the inconsistent set has to include the negation of some 
sentence: 

T8 (Compactness): Z is inconsistent iff Z has an inconsistent finite subset. 
Equivalently, Z is consistent iff all its finite subsets are consistent. 

Compactness with the help of L1 will immediately give us 

T9 (Completeness): If Z ~ X ,  then ZtX, where Z now may be infinite. 

t may be derivability by trees or derivations (or, indeed many other sys- 
tems of proof). All that we require here is (l),  compactness, and complete- 
ness for finite sets Z in the system of proof at hand. 

1 EXERCISES 

14-2. Prove the equivalence of the two statements of compactness 
in T8. 

14-3. Prove completeness for arbitrary sets of sentences. That is, 
prove that if Z ~ X ,  then ZtX, where Z may be infinite. Do this by 
using compactness and L1 to prove (2). Then use (2) and (I), to- 
gether with the restricted form of completeness we have already 
proved (with Z restricted to being a finite set) to lift the restriction 
to finite Z. 

The key here is compactness, and the key to compactness is Koenig's 
lemma. In outline, we will create a tree the paths of which will represent 
lines of a truth table. Finite subsets of an infinite set of sentences, Z, will 
be made true by paths (truth table lines) reaching down some finite num- 
ber of lines in our tree. Koenig's lemma will then tell us that there is an 
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infinite path, which will provide the interpretation making everything in 
Z true, showing Z to be consistent. 

Here goes. Since our language has infinitely many sentence letters, let's 
call the sentence letters 'A,', 'A2', . . . , 'A,'. . . . Consider the tree which 
starts like this: 

Each branch through the third line represents one of the eight possible 
truth value assignments to 'A,', 'A2', and 'As'. Branch (1) represents 'A,', 
'A;, and 'A3' all true. Branch (2) represents 'A,' and 'A2' true and 'A3' 
false. Branch (3) represents 'Al' true, 'A2' false, and 'A3' true. And so on. 
Line 4 will extend all branches with the two possible truth value assign- 
ments to 'A;, with 'A; true on one extension and 'A; false on the other. 
Continuing in this way, each initial segment of a branch reaching to line 
n represents one of the truth value assignments to 'A,' through 'A,', and 
every possible truth value assignment is represented by one of the 
branches. 

Now let us suppose that the set, Z, is composed of the sentence logic 
sentences X1, Xp, . . . , X, . . . , all written with the sentence letters 'A,', 
'A,', . . . , 'A,'. . . . Let Z, = {XI, X p ,  . . . X J .  That is, for each n, Z, is 
the finite set composed of the first n sentences in the list XI, XI. . . . 
Finally, let us suppose that each Z, is consistent, that is, that Z, has a 
model, an interpretation, I, which assigns truth values to all sentence let- 
ters appearing in the sentences in Z, and which makes all the sentences in 
Z, true. 

Our tree of truth value assignments will have initial path segments 
which represent the models which make the 2,'s consistent. Koenig's 
lemma will then tell us that there will be an infinite path which makes all 
the XI, Xp, . . . . true. To show this carefully, let us prune the truth value 
tree. For each Z,, starting with ZI, let in be the first integer such that all 
the sentence letters in the sentence in Z, occur in the list 'A,', 'A2', . . . , 
'Ai,'. Then the initial paths through line in will give all the possible inter- 
pretations to the sentences in 2,. Mark as closed any path which does not 
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represent a model of Z,, that is, which makes any sentence in Z, false. 
Since each Z, is consistent, there will be at least one open path reaching 
to line in. 

I have provided an outline of a proof of lemma 24: 

L24: Let XI, X, . . . 2C,, be an infinite sequence of sentences, each initial 
subsequence of which is consistent. Let T be a tree the paths which repre- 
sent all the truth value assignments to the sentence letters occurring in XI, 
X,. . . . Let each path be closed at line in if the path's initial segment to line 
in makes any sentence XI through X. false, where line in is the first line 
paths to which assign truth values to all sentence letters in XI through %. 
Then, for every line in T, there is an open path that reaches to that line. 

EXERCISE 

14-4. Prove lemma L24. Wait a minute! What remains to be done 
to prove L24? That depends on how thorough you want to be. 
There are details I didn't discuss. What if the vocabulary used is 
finite? What if the vocabulary of some Z, already includes the vocab- 
ulary of Z,+,? More interestingly, perhaps you can find a simpler 
proof of L24 than the one I suggested. Or better still, you may be 
able to reformulate L24 so that your L24 is less complicated to prove 
but still functions to make the proof of compactness easy, in some- 
thing like the way I will describe in the following paragraphs. 

Proving compactness is now easy. Suppose that all of 2's finite subsets 
are consistent. If Z itself is finite, then, because any set counts as one of 
its own subsets, Z is consistent. If Z is infinite, we can order its sentences 
in some definite order. For example, write out each connective and par- 
enthesis with its English name ('disjunction', 'negation', 'right parenthesis', 
etc.) and think of each sentence logic sentence thus written out as a very 
long word. Then order the sentences (as words) as one does in a dictio- 
nary. (This is called a Lexicographical Ordering.) Since all finite subsets of Z 
are consistent, each initial segment of the ordered list of sentences is a 
consistent set. L24 applies to tell us that there is a tree, the initial finite 
open paths of which represent models of the initial segments of the list of 
sentences. L24 further tells us that for each line of the tree, there will be 
at least one open path that reaches that line. Koenig's lemma then tells us 
that there will be at least one path through the whole tree (an infinite 
path if the tree is infinite). This path will represent a model for all the 
sentences in the set, establishing the consistency of Z. 

EXERCISES 

14-5. Complete the proof of compactness by showing that if Z is 
consistent, then so are all of its finite subsets. 

14-6. In my proof of soundness for trees I also limited Z in the 
statement ZkX to be a finite set. There was no reason for doing so 
other than the fact that for trees it was convenient to treat soundness 
and completeness together, and I needed the restriction to finite Z 
in the proof of completeness. 

Assume soundness for finite Z, that is, assume that for all finite Z, 
if ZkX, then ZkX. Prove the same statement for infinite Z. Your 
proof will be perfectly general; it will not depend on which system 
of proof is in question. You will not need to use compactness, but 
you will need to use the result of exercise 10-9. 

I CHAPTER CONCEPTS 

Here are this chapter's principal concepts. In reviewing the chapter, 
be sure you understand them. 

Tree Structure 

Node of a Tree 

Path (or Branch) in a Tree 

Koenig's Lemma 

Compactness 

Finite Branching 

Infinite Branching 

Tree of Truth Value Assignments 

Lexicographical Ordering 



Interpretations, 
Soundness, 
and Completeness 
for Predicate Logic 

15-1. INTERPRETATIONS 

In chapter 2 I introduced the idea of an interpretation for a predicate 
logic sentence, that is, of a case which determines the truth value for 
closed sentences of predicate logic. In the definition of chapter 2 I re- 
quired that every object in the domain of an interpretation have at least 
one name, I included this requirement because with it I could give a sim- , 
ple and intuitive truth definition for existentially and universally quanti- 
fied sentences: I said that an existentially quantified sentence is true in 
any interpretation just in case at least one of its substitution instances is 
true in the interpretation. And I said that a universally quantified sen- 
tence is true in an interpretation just in case all of its substitution instances 
are true in the interpretation. 

Requiring every object to have a name may have been expedient for 
teaching fundamentals, but ultimately the requirement is unsatisfactory. 
Our system of logic should be able to deal with situations in which some 
objects go unnamed. So henceforth, by an interpretation for predicate 
logic, I will mean exactly what I meant in chapter 2, except that I will no 
longer require every object to have a name. I also will streamline the &f- 
inition somewhat by counting atomic sentence letters as Zero Place Predi- 
cates: 

D20: An In&rprehtion consists of a nonempty domain of objects, a list of 
names, and a list of (zero place, one place, two place, and in general many 

place) predicates. The list of names may be empty, but there must be at least 
one predicate. For each name, the interpretation specifies the object in the 
domain which is named by that name; and for each predicate the interpre- 
tation specdies its truth value if it is a zero place predicate (an atomic sen- 
tence letter), or the objects in the domain of which the predicate is true if it 
is a one place predicate, or the ordered lists of objects of which the predicate 
is true if it is a two, three, or many place predicate. If a predicate is not true 
of an object or ordered l i t  of objects, it is false of that object or list of 
objects. 

This definition allows us to consider situations in which there are ob- 
jects without names in the object language. But it makes hash of my def- 
inition of truth in an interpretation for quantified sentences. 

Before we begin, precision requires a comment on notation. Remember 
that '(3u)P(u)' is an expression of the metalanguage ranging over closed 
existentially quantified sentences, with u the existentially quantified vari- 
able. Ordinarily, P(u) will be an open sentence with u the only free vari- 
able, which is the way you should think of 'P(u)' while getting an intuitive 
grasp of the material. But strictly speaking, '(3u)P(u)' ranges over closed 
existentially quantified sentences, the s-substitution instances of which are 
P(s), the expressions formed by substituting s for all free occurrences of 
u in P(u)-if there are any free occurrences of u. This detail accommo- 
dates vacuously quantified sentences, such as '(3x)A1, as discussed in ex- 
ercise 3-3. 

To work toward new truth definitions for the quantifiers, let's think 
through what we want these definitions to do. Intuilively, (3u)P(u) should 
be true in an interpretation iff there is some object in the domain of the 
interpretation of which the open sentence, P(u), is true. When all objects 
in the domain had names, we could express this condition simply by say- 
ing that there is at least one name, s, in the interpretation for which the 
substitution instance, P(s), is true in the interpretation. But now the object 
or objects in virtue of which (3u)P(u) is true might have no names, so this 
strategy won't work. 

We can get around this problem by appealing to the fact that, even if 
the interpretation we are considering does not include a name for the 
object we need, there will always be another interpretation which does 
have a name for this object and which is otherwise exactly the same. 

In more detail, here is how the idea works. Suppose we have an inter- 
pretation, I, and a sentence (3u)P(u). Intuitively speaking, (3u)P(u) is 
true in I when I has an object, o, of which, intuitively speaking, the open 
sentence P(u) is true. We cannot say that (3u)P(u) is true of o by saying 
that o has a name, s, in I such that P(s) is true in I. We are considering 
an example in which o has no name in I. But we get the same effect in 
this way: We consider a second interpretation, If, which is exactly like I. 
except that in I' we assign o a name. We can always do this, because if I 
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is one interpretation, we get a second interpretation, 1',  which has exactly 
the same domain of objects, the same list of predicates, the same specifi- 
cation of what is true of what, but which differs from I only by assigning 
the name s to object o. 

We do also have to require that s not be a name which occurs in 
(3u)P(u). If, in going from I to I f ,  we move a name from one object to 
another, and this name occurs in (3u)P(u), we may disturb some other 
aspect of the truth conditions for (3u)P(u). 

Some new terminology will help in transforming this intuitive idea into 
a precise definition: 

D21: I, is an s-Variant of I iff I, assigns the name s to some object in its 
domain and I. differs from I at most by having name s or by assigning s to 
a different object. 

With the help of the idea of an s-variant, we can say 

D22: (3u)P(U) is true in interpretation I iff, for some name, s, which does 
not appear in (3u)P(u), there is an s-variant, I., of I in which P(s) is true. 

1 EXERCISE 

15-1. Give an example of a sentence and an interpretation which 
shows that D22 would not work as intended if it did not include the 
requirement that s not appear in (3u)P(u). 

The truth definition for the universal quantifier works in exactly the 
same way, except that we use 'all s-variants' instead of 'some s-variant'. 
We want to specify the conditions under which (Vu)P(u) is true in I .  In- 
tuitively, the condition is that P(u) be true of all objects in I. We capture 
this idea with the requirement that P(s) be true in all s-variants of I: 

D23: (Vu)P(u) is true in interpretation I iff, for some name, s, which does 
not appear in (Vu)P(u), P(s) is true in all s-variants of I. 

15-2. Give an example of a sentence and an interpretation which 
shows that D23 would not work as intended if it did not include the 
requirement that s not appear in (Vu)P(u). 

I - 

I hope you will find these new truth definitions for quantifiers to have 
some plausibility. But they are a bit abstract and take some getting used 

to. The only way to become comfortable with them is to work with them. 
We can get the needed practice, and at the same time lay the groundwork . 
for the next sections, by proving some basic lemmas. 

Consider a predicate logic sentence, X, and an interpretation, I. Now 
consider some name which does not occur in X. If we reassign the name 
to some new object in the interpretation, this should make no difference 
to the truth value of X in I .  X does not constrain the referent of the name 
in any way. The same thing goes for a predicate symbol not occurring in 
X. Intuitively, X and the unused predicate have no bearing on each other. 
So what the predicate is true of (or the truth value of a zero place predi- 
cate) should make no difference to the truth or falsity of X: 

L25: Let X be a sentence and I and I' two interpretations which have the 
same domain and which agree on all names and predicates which occur in 
X. Then X is true in I iff X is true in 1'. 

By 'agreeing on all names and predicates which occur in X', I mean that, 
for each name which appears in X, I and I' assign the same object to that 
name, and for each predicate appearing in X, I and I' specify the same 
truth value or the same collection of objects of which the predicate is true. 
For names and predicates not appearing in X, I and I' may make differ- 
ent assignments. 

We prove L25 by induction on the number of connectives in X. For the 
basis case, consider an atomic X and an I and I' with the same domain 
which agree on all names and predicates in X. An interpretation explicitly 
provides the truth values in terms of the extensions of the used predicates 
and names (e.g., 'Pa' is true in I just in case the thing named 'a' is in the 
extension which I assigns to 'P'). Since I and I' agree on the predicates 
and names in X, they assign X the same truth value. 

For the inductive case, assume, as inductive hypothesis, that L25 holds 
for all X with n or fewer connectives and all I and I' agreeing on X, as 
before. We must separately consider each of the connectives. For exam- 
ple, suppose that X has the form Y&W. Then X is true in I iff both Y 
and W are true in I .  But since Y and W both have fewer connectives than 
X, we can apply the inductive hypothesis to conclude that Y is true in I 
iff Y is true in 1';  and W is true in I iff W is true in 1'. Finally, Y and W 
are both true in I' iff X (=Y&W) is true in I t ,  which is what we need to 
show in this part of the argument. 

EXERCISE 

15-3. Carry out the inductive step of the proof of L25 for the other 
sentence logic connectives, modeling your proof on the example just 
given for '82. 
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Now assume that X has the form (3u)P(u). The ideas are not hard, but 
keeping everything straight can be confusing. So let's introduce some fur- 
ther terminology: For I' I will write I(X) to remind us that I(X) is an 
interpretation with the same domain as I and just like I so far as names 
and predicates in X are concerned, but differing arbitrarily from I on 
other predicates and names. In considering the case of X = (3u)P(u), 
instead of writing out I((3u)P(u)), I will write just I(P). Finally, I will write 
I(P,s) for an otherwise arbitrary interpretation agreeing with I on do- 
main, on P, and on s. 

So suppose that (3u)P(u), I ,  and I(P) have been given. Suppose that I 
makes (3u)P(u) true. Definition D22 then tells us that there is a name, s, 
not appearing in (3u)P(u), and an s-variant of I, I,, where P(s) is true in 
I,, Now we change I,. We keep 1,'s assignment of s and of all the names 
and predicates in (3u)P(u), and we change everything else to look just like 
I(P). The  resulting interpretation, I(P,s), is an s-variant of I(P). Further- 
more, the inductive hypothesis applies to tell us that, since P(s) is true in 
I,, P(s) is true in I(P,s). D22 applies to these facts to yield the conclusion 
that (3u)P(u) is true in I(P). 

I have shown that if (3u)P(u) is true in I, it is true in I(P). But exactly 
the same argument works in the reverse-direction-if I(P) agrees with I 
on all vocabulary in (3u)P(u), then I agrees with I(P) on this vocabulary. 
So we may conclude that (3u)P(u) is true in I iff it is true in I(P), as was 
to be shown. (I did not use an iff in the chain of inferences in the pre- 
vious paragraph because doing so makes it harder to keep clear about the 
existential ~uantifiers, 'there is an s' and 'there is an I,'. I will avoid cer- 
tain 'iffs' in the proof of the next lemma for the same reason.) 

EXERCISE 

15-4. Carry out the inductive step of the proof of L25 for the uni- 
versal quantifier. 

Let's move on to another very intuitive fact, but one which is a bit tricky 
to prove. Consider a sentence of the form R(s,t), a perhaps very complex 
sentence in which the names s and t may (but do not have to) occur. Let 
I be a n  interpretation in which s and t refer to the same object. Then it 
should not make any difference to the truth of R(s,t) in I if we replace 
any number of occurrences of s with occurrences o f t  or occurrences of t 
with occurrences of s. In I, s and t are just two different ways of referring 
to the same thing. R(s,t) says something about this thing, and how one 
refers to this thing should not make any difference to the truth of R(s,t) 
in I. (At this point it would be a good idea to review the discussion of 
extensional semantics in section 9-2.) 

L26: Let R(s,t) be a closed sentence in which the names s and t may occur. 
Let I be an interpretation in which the names s and t refer to the same- 
object. Let R'(s,t) arise by replacing any number of instances of s by t or 
instances o f t  by s. then R(s,t) is true in I iff R1(s,t) is true in I. 

I have stipulated that s and t do not have to occur in R(s,t) to cover the 
important case in which all occurrences of s in a sentence P(s) get re- 

placed by occurrences of t .  
" 

EXERCISE 

15-5. Begin the proof of L26 by carrying out the basis step and the 
inductive step for the sentence logic connectives. 

The complications in the inductive step for L26 call for writing it out 
in some detail. In what follows, take care to understand what I mean by 
'r = s'. 'r' and 's' are metavariables over names. So 'r = s' means that the 
name picked out by 'r' is identical to the name picked out by 's', that is, 
that r and s are the same name. 'r = s' does not mean the object referred 
to by the name picked out by 'r' is the same as the object referred to by a 
different name picked out by 's'. 

Now let's assume (inductive hypothesis) that L26 holds for all R(s,t) 
with n or fewer connectives. And let's consider the case of R(s,t) with the 
form (3u)Q(u,s,t). R1(s,t) is then the sentence (3u)Q1(u,s,t). Let interpre- 
tation I be given with names s and t having the same referent. In outline, 
the argument runs as follows: 

( 1 )  Suppose that I makes (3u)Q(u,s,t) true. (Assumption) 

(2) Then there is a name, r, and an r-variant, I, of I, such that I, makes 
Q(r,s,t) true. (By ( 1 )  and D22) 

(3) Suppose that r f s and r f t. (Assumption, to be discharged) 

(4) Then I, makes Qf(r,s,t) true. (By the inductive hypothesis applied to 
(2) and (3)) 

(5) Then I makes (3u)Qf(u,s,t). (By D22 applied to (4)) 

I want to be sure you understand step (4) and the role of step (3). First, 
you might have thought that D22 guarantees (3). But that happens only 
if both s and t actually occur in (3u)Q(u,s,t). Since we want out proof to 
cover, for example, a sentence in which just t occurs and in which we 
replace all occurrences o f t  with occurrences of s, we have allowed that s 
and t don't have to occur. Next, remember that to apply the inductive 
hypothesis to switch around the names s and t, we need to be considering 
an interpretation in which s and t both refer to the same object. By as- 
sumption, I is such an interpretation. But in step (4) we need this to be 
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true of I,. If r # s and r # t, we're OK. According to D22, I, arises from 
I by at most reassigning r to a new referent. When r # s and r # t, s 
and t still have their mutual referent, so the inductive hypothesis can be 
applied. 

To get ready to discharge the assumption (3), let's see what can go 
wrong if (3) fails. Let's suppose that r = s. In this case, when we apply 
D22 to make I, out of I, we might have the situation pictured for I, in 
figure 15-1. 

In I, s and t both refer to the object 0,. We apply D22, which says that 
there is an r-variant, I,, of I, differing at most from I by assigning a new 
referent, which I'm calling 'oi, to r (or is an object which makes the exis- 
tential quantification true). But if r = s, this means assigning r, that is, s, 
to the object or, which in general will be distinct from q. So in I, we may 
not have available the condition that s and t have the same referent, the 
condition needed to apply the inductive hypothesis. 

To get around this difficulty I will argue by cases. Case 1: Neither s nor 
t actually occurs in (3u)Q(u,s,t). Then there is nothing to prove, since 
there are no occurrences of s and t to switch around. Case 2: s and t both 
occur in (3u)Q(u,s,t). D22 requires that r not occur in (3u)Q(u,s,t). So in 
this case r # s and r # t, we have assumption (3) available, and the proof 
(1)-(5) can proceed. 

Case 3: t but not s actually occurs in (3u)Q(u,s,t). (The case in which 
s but not t occurs is the same.) To remind us that s occurs vacuously, I 
will put parentheses around s, like this: (3u)Q(u,(s),t). If, in this case, r 
happens by luck to be distinct from s, the proof (1)-(5) applies. So I will 
also assume that r = s. In this case we have the situation for I, pictured 
in figure 15-1, and the inductive hypothesis will not apply because s and 
t no longer have the same referent. In addition, we won't be able to apply 

Figure 15-1 

D22 in step (5). When r = s, r, that is, s, will get put in for occurrences 
o f t  when we exchange Q(r,(s),t) for Q1(r,(s),t). Then when we try to apply 
D22 to reform the existential quantification, the u will get put into the 
wrong places. 

To resolve these difficulties, I must accomplish two things. I must show 
that I can pick another name, r', with r '  # s and f t, and assign r' to 0,. 

Then I must reassign s as a name of q. If I do these two things, then s 
and t will again have the same referent, so that I can apply the inductive 
hypothesis in step (4); and I will again be using a name, r' # s and # t, 
so that D22 will unproblematically apply in step (5). 

Once this problem is clearly explained it is easy to solve, with the help 
of lemma L25. I pick a new name, r', not occurring in Q(r,(s),t), # s and 
# t. L25 tells us that Q(r,(s),t) has the same truth value in a new inter- 
pretation, I,., that it had in I,, where I,, is just like I, except that r' has 
been assigned as an additional name of or. Next I apply the inductive 
hypothesis to Q(r,(s),t) and the interpretation I,,. In I,,, r' and r (that is, 
s) both name or. So the inductive hypothesis allows me to replace all oc- 
currences of r with r'. I now have Q(rl,(s),t) true in I,,, with s not actually 
occurring in Q(rl,(s),t). Consequently, I can again apply L25 to tell me 
that Q(rl,(s),t) is also true in 13, an interpretation just like I,, except that 
s has been reassigned to 0,. At this point 13 is an rt-variant of I, r' # s 
and C t, and s and t are both referents of ot so that I can carry out steps 
(4) and (5) of the foregoing proof using 13, instead of I,,. 

We are almost done. I have shown that if I makes (3u)Q(u,s,t) true, 
then I makes (3u)Q1(u,s,t) true. But the argument works in exactly the 
same way in the opposite direction. So we have shown that I makes 
(3u)Q(u,s,t) true iff it makes (3u)Q1(u,s,t) true, completine: this Dart of - " 
the proof of L26. 

EXERCISES 

15-6. In a more advanced logic text, this sort of informal proof 
would be written up much more briefly. I have spelled it out in some 
detail to help you learn how to read and study such a proof. To 
further practice study of an informal proof and to appreciate better 
how complicated it really is, formalize the proof as a natural deduc- 
tion. Use 'Mod(1,X)' for 'X is true in 1', '(3r)' for 'There is a name, 
r', '(31,)' for 'There is an r-variant, I,, of 1', and so on. I suggest that 
you formalize the initial proof (1)-(5), with the undischarged as- 
sumption of step (3), being sure to make explicit the tacit appeal to 
3E. Then fill in the full argument explained in the discussion which 
follows (1)-(5). The most efficient natural deduction may have a sig- 
nificantly different organization than the informal presentation, 
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which was designed to help you see what is going on as opposed to 
presenting the argument in as few steps as possible. 

Students of truth trees may also have fun doing this argument as 
a truth tree proof, although this is less helpful in exposing the struc- 
ture of the informal argument in English. 

15-7. Carry out the inductive step of the proof of L26 for univer- 
sally quantified sentences. You may do this most efficiently by com- 
menting on how to modify the proof for the case of existentially 
quantified sentences. 

Now that I have shown you how to proceed with this kind of argument, 
I am going to ask you to prove the rest of the lemmas we will need. When 
not otherwise specified, P(u) can be any open sentence with u the only 
free variable, I any interpretation, and so on. 

Lemmas L27 and L28 show that the truth definitions for the quantifiers 
are equivalent to conditions which, superficially, look stronger than the 
definitions: 

L27: Let s be any name not appearing in (3u)P(u). Then Mod[I,(3u)P(u)] 
iff there is an s-variant, I., of I such that Mod[I,, P(s)J. 

L28: Let s be any name not appearing in (Vu)P(u). Then Mod[I,(Vu)P(u)] 
iff Mod[I,,P(s)] for all s-variants, I., of I. 

L29: -(Vu)P(u) is logically equivalent to (3u)-P(u) and -(3u)P(u) is logi- 
cally equivalent to (Vu)-P(u). 

15-8. Prove L27 and L28. Apply L25 and L26 to D22 and D23. You 
will not need to do  an induction. 

I EXERCISE 

I 

15-9. Prove L29. Remember that logical equivalence is the semantic 
notion of having the same truth value in all interpretations. You will 
not need to use induction. Instead, simply apply L27 and L28. 

When you have finished your proof of L29, look it over and find the 
places a t  which you used, as informal logical principles applied in the 
metalanguage, just the negated quantifier rules which you were proving 
as generalizations about the object language! It is a noteworthy, and per- 

haps disturbing, fact that we cannot prove anything about the object lan- 
guage formulation of logic without assuming logical principles at least as 
strong in the metalanguage. What, then, do we gain in the process? Pre- - 
cision and clarity. 

L30: Suppose that Mod[I,P(s)]. Then Mod[I,(3u)P(u,s)], where P(u,s) arises 
from P(s) by substituting u for any number of occurrences of s in P(s). 

L31: Suppose that Mod[I,(Vu)P(u)]. Let I' differ from I only in assignment 
of names not occurring in (Vu)Pu, and let s be any name in 1'. Then 
Mod[I1,P(s)]. 

Note that in L31, s may be a name appearing in (Vu)P(u). L31 is a gen- 
eralization of the principle that all substitution instances of a universally 
quantified sentence are true, a generalization we will need in the follow- 
ing sections. 

EXERCISES 

15-10. Prove L30. You will use L26 and D22 and no induction. 

15-1 1.  Prove L31, using L25, L26, and L28. The fact that s may 
appear in (Vu)P(u) may give you trouble in this problem. The trick 
is not to use the name s for the s-variant in D23. Use some other 
name, t, which does not appear in (Vu)P(u) and then apply L25 and 
L26 to s and t. 

L32: Let I be an interpretation in which every object in its domain has a 
name. Then 

a) Mod[I,(3u)P(u)J iff Mod[I,P(s)J for some name, s, that appears in I. 
b) Mod[I,(Vu)P(u)] iff Mod[I,P(s)] for all names, s, that appear in I. 

L32 simply says that the truth definitions for quantifiers given in chapter 
2 work in the special case in which all objects in an interpretation's do- 
main have names. 

EXERCISE 

15-12. Using any prior definitions and lemmas from this section 
that you need, prove L32. 

We are now ready to extend our previous proofs of soundness and 
completeness for sentence logic to predicate logic. Most of the real work 
has been done in the lemmas of this section and in Koenig's lemma from 
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chapter 14. I am only going to outline the proofs and ask you to fill in 
the details. In the next three sections I will only treat predicate logic with- 
out identity or function symbols, and 1 will treat only finite sets of sen- 
tences in the completeness proofs. 

15-2. SOUNDNESS AND COMPLETENESS FOR TREES 

When we extend trees for sentence logic to predicate logic, we add four 
new rules: 3, -3, V, and -V. Roughly speaking, what we need to do is to 
check that these rules are downwardly and upwardly correct. There is, 
however, a complication: infinite trees. 

Before going further, please review section 8-4. In sentence logic every 
tree ends, including all open trees. That is because we need to work on 
each sentence only once, and when working on a sentence the sentences 
on the output list are all shorter than the input sentence. But in predicate 
logic we may have to work on sentences of the form (Vu)(3v)R(u,v) more 
than once. When we instantiate (Vu)(3v)R(u,v) with a name, s, we get an 
existentially quantified sentence, (3v)R(s,v). When we apply 3 to this sen- 
tence, we must use a new name, t, which we must then substitute back 
into (Vu)(3v)R(u,v), producing another existentially quantified sentence, 
which will produce another new name, and so on. 

The overall tree strategy still works as before: We make longer sen- 
tences true by making shorter sentences true, until we get to minimal 
sentences which describe an interpretation. The process may now go on 
forever, but we can still think of infinite open paths as describing inter- 
pretations in which all sentences on the paths are true. 

Because trees can be infinite, we need to reconsider what is involved in 
a finished tree. We do not need to revise our definition, D9, but we do 
need to make sure that if a tree does not close in a finite number of steps 
that it can be finished in the sense given by D9. That is, we must make 
sure that there is some systematic way of applying the rules which guar- 
antees that, for each sentence to which a rule can be applied, eventually 
the rule is applied. 

Here's a system which supplies the guarantee. We segment our work 
on a tree into stages. At stage n we work only on sentences that appear 
on lines 1 through n. Stage n continues until all sentences on lines 1 
through n which can be checked have been checked and until all names 
occurring in lines 1 through n have been substituted into all universally 
quantified sentences occurring in lines 1 through n. Of course, at the end 
of stage n, the tree may have grown to many more than n lines. But that 
does not matter. Every checkable sentence occurs by some line, n, and so 
will eventually get checked by this process, and every name and every 
universally quantified sentence occurs by some line n, so every universally 

quantified sentence will eventually be instantiated by every name. Of 
course, this system is not efficient. But efficiency is not now the point. We 
want to show that there is a system which is guaranteed not to leave any- 
thing out. 

The next point to establish is that if a tree is infinite it has an infinite 
open branch. Koenig's lemma tells us that if a tree is infinite, it has an 
infinite branch, and since closed branches are finite, this infinite branch 
must be open. 

Open branches, infinite or finite, describe interpretations in pretty 
much the way they do for sentence logic. Given an open branch, collect 
all the names that occur on the branch and set up a domain of objects, I 

each one named by one of the names on the branch, with no two names 
assigned to the same object. Then let the minimal sentences on the branch 
specify what is true of what. Atomic sentence letters are treated as in 
sentence logic. If an atomic sentence of the form P(s) appears on the 
branch, in the branch's interpretation P is true of s. If an atomic sentence 
of the form -R(s,t) appears, then in the branch's interpretation R is false 
of the pair of objects named by s and t (in that order). And so on. The 
minimal sentences will generally fail to specify all atomic facts. The un- 
specified facts may be filled in arbitrarily. 

For sentence logic we formulated rule correctness in terms of any inter- 
pretation: Any interpretation which makes an input sentence true makes 
at least one output list true. And any interpretation which makes an out- 
put list true makes the input sentence true. This won't work for quanti- 
fied sentences. 

For upward correctness of the V rule, consider some sentence, 
(Vu)P(u), and some interpretation, I, in which there are more objects than 
are named on an open branch. Even if all of the output sentences of the 
V rule-that is, even if all of the substitution instances of (Vu)P(u) which 
appear on this branch-are true in I, (Vu)P(u) might not be true in I. To 
be true in I, (Vu)P(u) must be true for all objects in I, whether the object 
concerned has a name or not. 

For downward correctness we need the following: Given an interpreta- 
tion in which the first n lines of a branch are true, there is an interpreta- 
tion which makes true all of these sentences as well as the sentences in an 
output list resulting from applying a rule. But for the 3 rule, not just any 
interpretation in which the first n lines, including (3u)P(u), are true will 
serve. Such an interpretation might not have a name for an object which 
makes (3u)P(u) true. Worse, the interpretation might have such a name 
but the resulting substitution instance might conflict with another sen- 
tence already on the branch. 

This last problem is what necessitated the new name rule, and it is es- 
sential that you understand how that requirement fits in here. Suppose 
that our branch already has '(3x)Bx' and '-Ba' and that the interpreta- 
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tion, I, which makes these two sentences true has just one name, 'a', and 
two objects, the first, named by 'a', which is not B and the second, which 
has no name in I and is B. This I is a consistent interpretation for '(3x)Bx' 
and '-Ba', but we cannot use it in forming a substitution instance which 
shows '(3x)Bx' to be true. We must extend or change our interpretation 
by assigning a new name, 'b', to the unnamed object. Then the truth of 

'(3x)Bx' is made explicit by including 'Bb' on the branch. 
The new name feature of the 3 rule ensures that we always proceed in 

the way just described. When it comes time to describe downward cor- 
rectness of the 3 rule, the downward correctness must be given a corre- 
sponding description. As in the last example, the I which makes the initial 
sentences on the branch true may not have the required new name. Or I 
may have the name but, since the name does not occur in any of the 
sentences so far considered on the branch, the name could refer to the 
wrong object. (Think of lemma 25 in making sure you understand this 

last point.) For lack of the right name referring to the right object, the I 
which makes true the first n sentences on a branch may not also make 
true the substitution instance which comes by applying the 3 rule with its 
new name requirement. But there will always be an s-variant of I, I,, re- 

sulting by assigning the new name s to the right object, which will make 
true (3u)P(u)'s substitution instance, P(s). Since s is new to the branch, 
lemma 25 guarantees that all the prior sentences in the branch will still 
be true in I,. 

The foregoing remarks should motivate the following revisions of Dl5 
and Dl 6: 

D15': A tree method rule is Downwardly Correct iff it meets the following 
condition for all interpretations, I, and all line numbers, n: Suppose that I 
is an interpretation which makes true all sentences along a branch from lines 
1 through n. Suppose that the input sentence for the rule lies on this 
branch, on one of the lines 1 through n, and the sentences on the output 
lists lie on the lines immediately succeeding n. Then there is an s-variant of 
I which makes true all of the sentences on the original branch, lines 1 
through n, and also all of the sentences on at least one of the output lists. 

D 16': A tree method rule is Upwardly Cmect iff in any interpretation, I, 
which is described by an open branch, if all the sentences on an output list 
on that branch are true in I, then the input sentence is true in I. 

Note that upward correctness concerns only interpretations which are de- 
scribed by the open branch in question. 

Before checking rule correctness, we need to clarify what is to count as 
the output list for an application of the V rule. For upward correctness, 

the output list resulting when V is applied to (Vu)P(u) includes all the 
substitution instances of (Vu)P(u) on the finished branch. For downward 
correctness the output list includes only those substitution instances on 
the branch as it exists just after the V rule is applied to (Vu)P(u) but 
before any further rules are applied. 

You can now proceed to check downward and upward correctness of 
the quantifier rules. 

EXERCISES 

15-13. Using lemma L29, show that the rules -3 and -V are down- 
wardly and upwardly correct according to D15' and D16' (though, 

for these two rules, the difference with Dl5 and Dl6 is inessential). 

15-14. Prove that the 3 rule is upwardly correct. You only need 
apply definition D22. 

15-15. Prove that the V rule is upwardly correct. You need to apply 
lemma L32. 

15-16. Prove that the 3 rule is downwardly correct. You need lem- 
mas L25 and L27. Note carefully the role of the new name require- 
ment in your proof. 

15-17. Prove that the V rule is downwardly correct. You need 
lemma L31. Don't forget to treat the case in which V applies to a 
sentence on a branch with no names. This case will require L25. 

We have now done all the real work in proving downward and upward 
adequacy: 

T10: The truth tree method for predicate logic is downwardly adequate. 

T11: The truth tree method for predicate logic is upwardly adequate. 

Given the revised definitions of upward rule correctness, the proof of 
upward adequacy works pretty much as it does for sentence logic. Down- 
ward adequacy requires some change, in ways which I have already indi- 
cated. Suppose that an initial set of sentences has a model. For sentence 
logic we showed that each time we applied a rule there is at least one 

extension of the initial segment of a branch all the sentences of which are 
true in the original model. Now we show instead that each time we apply 
a rule there is at least one extension of the initial segment of a branch all 
the sentences of which are true in an s-variant of the model for the prior 

branch segment. D15' has been designed to make the inductive proof of 
this statement straightforward. 

. EXERCISES 

15-18. Prove downward adequacy for predicate logic trees. 

15-19. Prove upward adequacy for predicate logic trees. T o  extend 
the proof of section 12-2, you will need to revise the definition of 



254 Interpretations, Soundness, and Cornpkteness for Predicate Logic 15-3. Soundess for Predicate Logic Derivations 235 

'length of a sentence'. The natural alternative is to let the length of 
a predicate logic sentence be the number of predicates and connec- 
tives. But on this definition the input and output sentences of the 
-3 and -V rules have the same length. With a little care you can 
still do the induction with this definition. Or you can define length 
by letting an initial negation followed by a quantifier count as three 
units of length and letting each occurrence of '=' count as two units. 

T10 and T11, downward and upward adequacy, immediately give 

T12: The truth tree method for predicate logic is sound. 

and 

T13: The truth tree method for predicate logic is complete. 

in exactly the way they do for sentence logic. 

15-3. SOUNDNESS FOR PREDICATE LOGIC DERIVATIONS 

To extend the proof for sentence logic, we need to prove rule soundness 
for the four new predicate logic rules. Two are easy applications of defi- 
nitions and lemmas given in section 15-1: 

L33 (Soundness for 31): If Zk~(s) ,  then Zk(3u)~(u,s),where (3u)P(u,s) is an 
existential generalization of P(s), that is, P(u,s) results from P(s) by replacing 
any number of occurrences of s with u. 

L34 (Soundness for VE): If z~(vu)P(u), then ZkP(s), where P(s) is a substi- 
tution instance of (Vu)P(u), that is, s is substituted for all free occurrences 

( EXERCISES 

15-20. Apply lemma L30 to prove lemma L33. 

15-2 1. Apply lemma L3 1 to prove lemma L34. 

Let's look at VI in a bit more detail. We want to prove 

L35 (Soundness for VI): Assume that the name s does not occur in Z or in 
(Vu)P(u). On this assumption, if ~kP(s) ,  then Zk(Vu)P(u), where (Vu)P(u) is 
the universal generalization of P(s), that is, P(u) results by replacing all oc- 
currences of s in P(s) with u. 

Let's consider an arbitrary interpretation, I, in which all the sentences in 
Z are true. What will it take for (Vu)P(u) to be true also in I? Lemma L28 
tells us that given any name, s, not appearing in (Vu)P(u), we need only 
show that P(s) is true in all s-variants of I. What we need to do is squeeze 
the conclusion that P(s) is true in all the s-variants of I out of the assump- 
tion that Z~P(S) and the hypothesis that Mod(1.Z). 

But this is easy. The assumption that s does not occur in Z allows us to 
apply lemma L25 as follows: I is a model for Z. Since s does not occur in 
Z, L25 tells us that any s-variant of I is also a model of Z. Then the 
assumption that ~ k P ( s )  tells us that any s-variant of I makes P(s) true. 

You should carefully note the two restrictions which play crucial roles 
in this demonstration. In order to apply lemma L25, s must not appear 
in Z. Also, in order to apply lemma L28, s must not appear in (Vu)P(u). 
The latter restriction is encoded in the VI rule by requiring that (Vu)P(u) 
be the universal generalization of P(s). 

In a similar way, the restrictions built in the 3E rule play a pivotal role 
in proving 

L36 (Soundness for 3E): Assume that s does not appear in Z, in (3u)P(u), 
or in X. Then if ZU{(~U)P(U) ,P(~))~X,  then ZU{(~U)P(U)}~X. 

You will immediately want to know why the restrictions stated in L36 
are not the same as the restriction I required of the 3E rule, that s be an 
isolated name. If you look back at section 5-6, you will remember my 
commenting that requiring s to be an isolated name involves three more 
specific requirements, and that other texts state the 3E rule with these 
three alternative requirements. These three requirements are the ones 
which appear in the assumption of L36. Requiring that s be an isolated 
name is a (superficially) stronger requirement from which the other three 
follow. Since we are proving soundness, if we carry out the proof for a 
weaker requirement on a rule, we will have proved it for any stronger 
requirement. You can see this immediately by noting that if we succeed 
in proving L36, we will have proved any reformulation of L36 in which 
the assumption (which states the requirement) is stronger. 

Of course, by making the requirement for applying a rule stronger (by 
making the rule harder to apply), we might spoil completeness-we might 
make it too hard to carry out proofs so that some valid arguments would 
have no corresponding proofs. But when we get to completeness, we will 
check that we do not get into that problem. 

Let's turn to proving L36. The strategy is like the one we used in prov- 
ing L35, but a bit more involved. Assume that I is a model for Z and 
(3u)P(u). Since s does not appear in (3u)P(u), there is an s-variant, I, of 
I, such that P(s) is true in I,. Since s does not appear in (3u)P(u) or in Z, 
and since I and I, differ only as to s, lemma L25 tells us that (3u)P(u) and 
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Z are also true in I,. The hypothesis, that ZU{(~U)P(U),P(S)}~X, then tells 
us that X is true in I,. Finally, since s is assumed not to appear in X and 
I and I, differ only as to s, lemma L25 again applies to tell us that X is 
true in I. 

The soundness of the quantifier rules immediately gives us 

T14 (Soundness for predicate logic derivations): For any set of sentences, Z, 
and sentence, X, if ZkX, then Z ~ X .  

The proof is a trivial extension of the proof for sentence logic, but to fix 
the ideas you should carry out this extension. 

EXERCISE 

15-22. Prove T14. You only need to extend the inductive step in the 
proof of T 5  to cover the cases of the four quantifier rules. 

15-4. COMPLETENESS FOR PREDICATE LOGIC DERIVATIONS 

For completeness, we also follow the same overall strategy as we did for 
sentence logic. Starting with an initial tableau of sentences, we generate a 
new tableau the sentences of which make the sentences on the original 
tableau true. The sentences on the generated tableau are, on the whole, 
shorter than on the generating tableau. Roughly speaking, we eventually 
get down to minimal sentences which characterize an interpretation on 
which all the sentences of ancestor tableaux are true. But there will be 
some new wrinkles. 

We have to say how quantified and negated quantified sentences will be 
treated on a tableau. For negated quantified sentences, we apply the rules 
of logical equivalence for negated quantifiers, pushing the negation sign 
through the quantifier and switching the quantifier. That will leave us 
with only quantified sentences, with no negation signs in front, with which 
we have to deal. 

We will make a universally quantified sentence true by making all its 
substitution instances true. We will make an existentially quantified sen- 
tence true by making one substitution instance true. But we will have to 
make this substitution instance the assumption of a new subderivation so 
that we will be able to apply the 3E rule to contradictions to get 'A&-A' 
as the final conclusion of the outermost derivation. 

These ideas get incorporated by extending the rules for sequential and 
branching generation: 

R2' Sequential generation: Extend the statement of the rule with the following 
steps (to be applied before the instruction to reiterate remaining sentences). 

a) If a sentence of the form -(3u)P(u) appears on the generating tab- 
leau, enter (Vu)-P(u) on the generated tableau. 

b) If a sentence of the form -(Vu)P(u) appears on the generating tab- 
leau, enter (3u)-P(u) on the generated tableau. 

c) If a sentence of the form (Vu)P(u) occurs on the generating tableau, 
enter on the generated tableau all the substitution instances formed 
with names which appear on the generating tableau. If no names 
appear on the generating tableau, pick one name arbitrarily and use 
it to form a substitution instance entered on the generated tableau. 
Also reiterate (Vu)P(u) on the generated tableau. 

We must reiterate (Vu)P(u) on the generated tableau because, as you 
will soon see, new names can arise on later tableaux. These new names 
must be substituted into (Vu)P(u) to make (Vu)P(u) true for all its substi- 
tution instances. So we must carry (Vu)P(u) along on each tableau to have 
it for forming substitution instances any time that a new name arises. 

R3' Branching generation: If any sentence of the form XVY occurs on the 
generating tableau, apply R3 exactly as stated. If no XVY occurs but there 
is a sentence of the form (3u)P(u) on the generating tableau, pick a New 
Name, that is, a name which does not appear anywhere on the generating 
tableau. Use the new name to form a substitution instance of (3u)P(u), and 
use this substitution instance as the assumption starting a new subderivation. 
Reiterate all other sentences on the generating tableau in the subderivation 
to complete the generated tableau, just as in R3. 

As students of the tree method already know, these rules create a prob- 
lem. Suppose that a sentence of the form (Vu)(3v)R(u,v) appears on a 
tableau. R2' tells us to enter at least one substitution instance, (3v)R(s,v), 
on the next tableau and to reiterate (Vu)(3v)R(u,v) itself. R3' will then 
tell us to start a new subderivation with R(s,t), t a new name. Of course, 
(Vu)(3v)R(u,v) also gets reiterated onto the subderivation. But now we 
will have to do the same thing all over again. The new name, t, will have 
to go into (Vu)(3v)R(u,v), giving a new existentially quantified sentence, 

. (3v)R(t,v), which will call for a new subderivation with yet another new 
name, which will have to go back into the reiterated (Vu)(3v)R(u,v). We 
are off and running in a chain of subderivations that will never end. 

A first impulse is to wonder if the generation rules couldn't be written 
better, so as to avoid this problem. They can be written so as to avoid 
exactly this form of the problem, but it turns out that no matter how the 
rules are written, some problem with essentially the same import will 
arise. Indeed, proving this is a further important fact about logic. 

Here is an overview of what the problem involves. The semantic tableau 
procedure provides a mechanical method for searching for a derivation 
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which establishes the validity of a given argument, or equivalently, a me- 
chanical method for searching for an interpretation of a given finite set 
of sentences. In sentence logic, the method is guaranteed to terminate. A 
method which thus terminates is guaranteed to give a definite yes or no 
answer to the original question ('Is the argument valid?' or 'Is the initial 
set of sentences consistent?'). Such a method, guaranteed eventually to 
turn,up a yes or no answer, is called a Decision Procedure. 

Now, here is the general form of our current problem. Given an ex- 
ceedingly plausible assumption about what will count as a mechanical de- 
cision procedure, one can prove that there is no decision procedure for 
predicate logic. In our formulation we fail to get a decision procedure 
because we may get an infinite sequence of sub-sub . . . -sub-derivations. 
If our tableau procedure has failed to close at some stage, we may not be 
able to tell for sure whether that is because we just haven't pursued it far 
enough, or because it will go on forever. This is not just a weakness of 
our rules. One can prove that any sound and complete system of predi- 
cate logic will suffer in the same way. Roughly speaking, the problem 
arises from the requirement on the 3E rule, which we must have in order 
to ensure soundness. 

Since there is no point in searching for better rules, we will have to see 
what we can make of our R2' and R3' in fashioning a completeness proof. 

Consider a set of sentences, for example, just the sentence 
(Vu)(3v)R(u,v) for which our tableau procedure generates an infinite se- 
quence of tableaux. We will need the fact that we can then, so to speak, 
draw an  unending path through the nested sequence of subderivations. 
Koenig's lemma assures us that we can always do so. Refer back to the 
tree structure at the beginning of chapter 14 and imagine that each node 
represents a subderivation, beginning with the outermost derivation at 
the top node. Moving from one node to two nodes beneath represents the 
process of starting two new subderivations by working on a sentence of 
the form XVY. When we start one new subderivation by working on a 
sentence of the form (3u)P(u), we start one new node, that is, a "branch" 
with one rather than two new forks. When a subderivation closes, the 
corresponding path on the tree structure closes. Koenig's lemma tells us 
that if such a tree structure is infinite, then there is an infinite open path 
through the tree. 

We now know that if a tableau derivation does not close (is infinite or 
does not have all its terminal tableaux closed) then there is an open path 
of subderivations through the derivation. The path might be finite or it 
might be infinite. Each such path provides an interpretation, which we 
will again call a Terminal Interpretation. But we want to characterize the 
idea of a terminal interpretation so that it will work for infinite as well as 
finite cases. Since an infinite path through a derivation has no terminal 
tableau, we cannot let the terminal interpretation simply be one provided 
by the terminal tableau. 

Here's the recipe for the terminal interpretation represented by an in- 
finite path. Collect all the names that occur on the path, and set up _a 
domain of objects, each one named by one of the names on the path, with 
no two names assigned to the same object. Then look at all the minimal 
sentences which appear on the path. If an atomic sentence letter appears, 
the interpretation will make it true. If an atomic sentence letter appears 
negated, the interpretation will make the atomic sentence letter false. If 
an atomic sentence of the form P(s) appears, the interpretation will make 
the predicate P true of the object named by s. Similarly, if -P(s) appears, 
the interpretation will make P false of the object named by s. Two and 
more place predicates are treated similarly. If this recipe fails to specify 
all the atomic facts of the interpretation, fill in the missing facts arbitrar- 
ily. In sum 

D24: A Terminal Interpretation represented by an open path has as its names 
all the names which occur on the path and as its domain a set of objects, 
each named by exactly one of the names. The interpretation assigns truth 
values to atomic sentence letters and determines which predicates are true 
of which objects (pairs of objects, and so on) as described by the minimal 
sentences on the path. Any facts not so specified by the minimal sentences 
may be filled in arbitrarily. 

Note, incidentally, that this recipe gives a consistent interpretation. 
Since the path is open, it cannot contain both an atomic sentence and its 
negation. So this recipe will not make an atomic sentence both true and 
false. That is, it will not both say and deny that a predicate is true of an 
object. 

The main work we need to do is to prove the analogy of lemma 18, 
namely 

L37: The sentences of the initial tableau are all true in a terminal interpre- 
tation represented by an open path. 

We prove this by proving that a terminal interpretation makes true all the 
sentences in all the tableaux along its path, arguing by induction on the 
length of the sentences. 

We need to take a little care in saying what the length of a sentence is. 
To  keep things initially simple, let us first consider a special case-analo- 
gous to our procedure in section 13-4: Suppose that 'v', '-', and the 
quantifiers are the only connectives occurring in any of the initial sen- 
tences. Then we can take the length of a sentence simply to be the num- 
ber of connectives occurring in the sentence. 

To  carry out the inductive argument, suppose that we have an open 
path and a terminal interpretation, I, represented by that path. By the 
definition of a terminal interpretation, all atomic and negated atomic sen- 
tences, and so all sentences of length 0 or 1, along this path are true in I. 
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For the inductive hypothesis, suppose that all sentences of length no 
greater than n along the path are true in I. Let X be a sentence of length 
n + 1. Suppose that X has the form -(YvZ). Then rule R2 for sequential 
generation tells us that -Y and -Z will both be on the path, since they 
will be on the tableau generated by the tableau on which -(YvZ) occurs. 
-Y and -Z are both shorter than -(YvZ), and the inductive hypothesis 
tells us that -Y and -Z are both true in I. Hence -(YvZ), that is, X, is 
true in I. When X has the form --Y the argument goes quite like the 
case of -(YvZ). 

Next, we must consider X of the form YvW. Such X gives rise to two 
generated tableaux, one including Y and one including W. One of these 
generated tableaux must be on the open path. Suppose it is the one with 
Y. Since (by the inductive hypothesis) all sentences along this path with n 
or fewer connectives are true, Y, and so YvW, are true. If W rather than 
Y is on the path, the same argument applies. 

Suppose that X has the form (3u)P(u). Then rule R3' specifies that 
there is a subderivation along the path that includes a substitution in- 
stance, P(s), which the inductive hypothesis tells us is true in I. Definition 
D22 applies to tell us that then (3u)P(u), that is, X, is true in I. 

Now suppose that X has the form (Vu)P(u). Rule R2' specifies that, for 
each tableau in which (Vu)P(u) appears, all its substitution instances 
formed with names in that tableau appear in the next sequentially gen- 
erated tableau. (Vu)P(u) is also reiterated, so that any name which comes 
up  will eventually get instantiated along the path. By the inductive hy- 
pothesis, all these substitution instances are true in I. Remember that in a 
terminal interpretation there is exactly one object named by each name, 
and we have just seen that all of these names eventually get used to form 
true substitution instances of (Vu)P(u). So lemma L32 applies to tell us 
that (Vu)P(u), that is, X, is also true in I. 

Make sure that you understand how this last step in the inductive proof 
makes essential use of the fact that (Vu)P(u) is always reiterated, to ensure 
that when new names come up in later tableaux, they will always be used 
to instantiate (Vu)P(u). 

We still need to consider sentences of the form -(3u)P(u) and 
-(Vu)P(u). Rule R2' applies to such sentences to produce sentences, re- 
spectively, of the form (Vu)-P(u) and (3u)-P(u). There might seem to 
be a problem here because -(-Ju)P(u) and (Vu)-P(u) have the same num- 
ber of connectives, as do -(Vu)P(u) and (3u)-P(u). But we can still com- 
plete the inductive step. Suppose that -(-Ju)P(u) has n + 1 connectives 
apd appears on the path. R2' tells us that (Vu)-P(u), also having n + 1 
connectives, also appears on the path. But we have already seen that the 
inductive hypothesis ensures us of the truth of (Vu)-P(u) in the terminal 
interpretation, I. Lemma L29 then tells us that -(3u)P(u) is also true in 
1. Of course, the case for -(Vu)P(u) works the same way. 

T o  complete the proof of L37 we must lift the restriction and allow 

sentences to include all the sentence logic connectives. This creates a new 
difficulty. For example, R2 instructs us to generate (X&Y)V(-X&-Y) 
from X=Y. But (X&Y)v(-X&-Y) has four more connectives than X=Y 
rather than fewer. 

We can resolve this impasse by assigning weights to the connectives. I - ' ,  

'v', and the quantifiers are each worth one "point," '3' and '&' each get 
three "points," and '=' gets six "points." The length of a sentence is now 
just the number of these "points" added up  for all the connectives in the 
sentence. (This technique can also be applied to arrange for -(3u)P(u) 
and -(Vu)P(u) to be longer than (Vu)-P(u) and (3u)-P(u).) 

EXERCISE 

15-23. Complete the inductive step of the argument for lemma L37 
with all of the sentence logic connectives. 

We have proved L37, the analogue of L18 needed for proving com- 
pleteness for sentence logic derivations. The proof for sentence logic der- 
ivations also used L20, which says that if all terminal tableaux close, then 
'A&-A' appears as the derivation's final conclusion. We must reformulate 
the statement ever so slightly because, with the possibility of infinite deri- 
vations, some paths might not have terminal tableaux. So we will say 

D25: a semantic tableau derivation is Closed if all sequences of subderivations 
terminate in a closed tableau. 

You will then prove the analogy of L20: 

L38: If a semantic tableau derivation is closed, then 'A&-A' appears as the 
derivation's final conclusion. 

The key to L20 is the inductive step, L21. Again, we only need to refor- 
mulate to accommodate our more specific definition of a closed tableau 
derivation: 

L39: Let D be a closed semantic tableau derivation. Then, if all of D's sub- 
derivations of level i have 'A&-A' as their final conclusion, so do all the 
subderivations of level i + 1. 

EXERCISE 

15-24. Prove L39. You only need to check the inductive step for 
rule R3', involving subderivations started with a substitution instance 
of a sentence of the form (3u)P(u). Be sure you see how the new 
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name requirement in the statement of R3' functions~crucially in 
your proof. 

If you now go back and read the short paragraph proving T7 and 
change just the words 'L18' and 'L20' to 'L37' and 'L38', you will see that 
we have a proof of T7, where the set of sentences Z may now include 
predicate logic sentences. T7 applies exactly as it did in section 12-3 to 
establish 

T15 (Completeness for predicate logic derivations): For any finite set of sen- 
tences, Z, and any sentence X, if Z ~ X ,  then ZkX. 

15-5. COMPACTNESS, IDENTITY, AND FUNCTIONS 

In this section I am going to get started in cleaning up some details. But 
I am going to let you do most of the work. Students of truth trees and of 
derivations will be able to apply the material of this section appropriately 
to what they have learned. 

My completeness proofs for predicate logic assumed a finite set of sen- 
tences, Z. T o  get a full statement of completeness, where Z can be infinite, 
we need to show that the compactness result, T8, which we proved in 
chapter 14, also holds for predicate logic. To accomplish this we need to 
modify the idea of a tree of truth value assignments. 

Here's what we do. We can consider all possible closed atomic sentences 
written out in some definite order: the first atomic sentence letter, the 
second, the first one place predicate with the first name, the second . . . : 
'A', 'B', 'Pa', 'Pb', 'Raa'. . . . To make sure that this is possible, again con- 
sider that we could write each such description of the atomic sentences in 
English and order them as in a dictionary. 

Say the closed atomic sentences are XI, X2, XS, . . . Then we can dia- 
gram all possible truth value assignments to these atomic sentences in the 
form of a tree: 

The third line will catalogue the alternative truth values for X; under- 
neath all the possibilities covered in lines 1 and 2, and so on. 

Note that each path through this tree represents an interpretation, in- 

deed, just the sort of interpretations represented by open paths on a truth 
tree or semantic tableau derivation. We have seen. in the com~leteness 
proofs, how there must be at least one such interpretation for each con- 
sistent finite set of sentences. We now proceed very much as we did in 
predicate logic. Let Z be an infinite set of sentences all of the finite subsets 
of which are consistent. We list the sentences in some definite order, and 
consider the initial finite segments of this ordering: Z,, Zp, 5, . . . As we 
work down the lines of the tree, we close branches which conflict with 
some sentences in one of the 2;. Since all of the Z; are consistent. for each 
line of the tree, there will be an open branch reaching down to that line. 
Koenig's lemma tells us that there is then an infinite path through the 
tree. But (if you make the right sort of arrangement of when paths get 
closed) you will see that this infinite path represents an interpretation 
which makes true all the sentences in all the Zi. That is, this interpretation 
is a model of Z. 

EXERCISE 

15-25. Following the suggestions. of the argument sketch given in 
the last paragraph, give a detailed proof of compactness for predi- 
cate logic. 

Actually, we have done the work to prove the Lowenheim Skolem Tho- 
rem, a much stronger result, of fundamental importance in logic and set 
theory. In all my discussion of infinite interpretations, I have not men- 
tioned the fact that there are different kinds of infinities. The infinity of 
the integers is the smallest, called, for obvious reasons, a Countable Infinity. 

However, other infinities are, in a certain sense, "larger." Consider, for 
example, the infinity of the real numbers (numbers representable by a 
finite or an infinite decimal fraction, such as 27.75283 . . .). The infinity 
of the real numbers is larger, or Uncountable, in the sense that there is no 
one-to-one correspondence between the integers and the real numbers. 
We cannot list the real numbers with the integers the way we can an infi- 
nite set of sentences. 

The Lijwenheim Skolem theorem says that if a set of sentences has a 
model with a finite, countable, or uncountable domain, then it has a finite 
or a countable model. For finite sets of sentences, these models are gen- 
erated by open paths on a truth tree or semantic tableau derivation. If a 
finite set has a model (finite, countable, or uncountable) then there is an 
open path. But then the open path represents a finite or countably infi- 
nite model. The compactness theorem then shows how the same is true 
of infinite consistent sets of sentences. (If our object language does not 
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include identity, then there is always a countable model. But '=' allows us 
to write a sentence which, for example, is only true in an interpretation 
with exactly one object. Can you produce such a sentence?) 

My soundness and consistency proofs assumed that our object language 
contained neither identity nor function symbols. For the moment, let's 
consider just identity. To begin with, we must refine the characterization 
of an interpretation with requirements which should seem natural if '=' 
really means 'identity': 

D20' (Interpretations for languages with identity): An interpretation is as 
described in D20 with the following two additional requirements: 

a) A sentence of the form s = t  is true in an interpretation iff s and t 
name the same object. 

b) For all atomic sentences of the form R(s,t), if s = t  is true in an inter- 
pretation, then R(s,t) and R1(s,t) have the same truth value in the 
interpretation, where R1(s,t) arises from R(s,t) by replacing any num- 
ber of occurrences of s with t or o f t  with s. 

Clause b) covers sentences such as 'Qab': If 'a=c' is true in an interpre- 
tation, then 'Qab' and 'Qcb' have the same truth value in the interpreta- 
tion. 

A good many of the semantical facts surrounding identity turn on the 
following lemma, which simply generalizes clause b) to the case of any 
closed sentence: 

L40: Let I be an interpretation for predicate logic with identity. Then, for 
all sentences of the form R(s,t), if s = t  is true in I, R(s,t) and R1(s,t) have 
the same truth value in I, where R1(s,t) arises from R(s,t) by replacing any 
number of occurrences of s with t or o f t  with s. 

/ 

I 1 

1 15-26. Prove LAO. I 
You are now in a position to examine how our soundness proofs need 

to be modified if our language includes identity. Identity involves new 
rules, the roles of which need to be checked in the proofs. 

15-27. (Trees) Show that the truth tree = rule is downwardly cor- 
rect. T o  treat the f rule, note that we can reconstrue it in the fol- 
lowing way: Whenever a sentence of the form s f  s appears on a 

branch, also write the sentence s =  s on that branch. Explain why this 
rule comes to the same as the # rule as stated in chapter 9. Prove 
that the rule in this form is downwardly correct. 

15-28. (Derivations) State and prove rule soundness for the two der- 
ivation rules for identity. Comment on whether and, if so, how these 
rules require any changes in the inductive proof of soundness for 
derivations. 

We can turn now to completeness. For semantic tableau derivations we 
must add two new parts to the rules for sequential generation, corre- 
sponding exactly to the = I  and = E rules: Whenever a name s occurs on 
a tableau, include the sentence s = s on the sequentially generated tableau. 
And if two sentences of the form s = t  and R(s,t) appear on a tableau, 
include the sentences Rt(s,t) on the sequentially generated tableau. Then, 
for both trees and semantic tableau derivations, we change how we read 
an interpretation off an open branch. Before, every name was assigned a 
distinct object. Now each name will be assigned a distinct object unless a 
sentence of the form s = t  appears on the branch. Then s and t are as- 
signed the same object. This corresponds to clause a) in D20'. Clause b) 
in D20' is already ensured by the identity rules for trees and for tableau 
generation. 

EXERCISES 

15-29. (Trees) Show that clause b) of D20' will be satisfied in the 
interpretation represented by an open branch. Comment on the sta- 
tus of lemma L40 in describing an open branch. That is, note the 
way in which, in effect, proof of upward adequacy automatically cov- 
ers the work done by lemma L40. Then check that the tree method 
with identity is upwardly adequate. Though intuitively quite clear, a 
formal proof requires care, since the input and output sentences for 
the = rule all have the same predicates and connectives, so that 
none of our prior methods of attributing lengths to sentences will 
apply here. 

15-30. (Derivations) Show that clause b) of D20' will be satisfied in 
the interpretation represented by an open branch. Comment on the 
status of lemma L40 in describing an open branch. That is, note the 
way in which, in effect, proof of lemma L37 automatically covers the 
work done by lemma L40. Then check that lemma L37 is still cor- 
rect. Just as with the case for trees, proof requires care, since none 
of our prior means of assigning lengths to sentences will work here. 
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Finally, let's take a brief look at function symbols. Again, we must ex- 
tend the definition of an interpretation: 

D20" (Interpretations for languages with function symbols): An interpreta- 
tion is as described in D20 or D201, with the following addition: For each 
function symbol, f, and each object, o, in the domain of the interpretation, 
the interpretation assigns a unique object o' = f(o), as the value off  applied 
to o. If s is a closed term referring to object o*, then f(s) is a term referring 
to f(o*). 

T h e  last sentence in D20" constitutes a recursive definition. If s is a name, 
referring to  o, then f(s) refers to f(o), ff(s) refers to ff(o), and so on. 

As with identity, once we have made this extension of the notion of an 
interpretation, mbst of the work is done. 

EXERCISES 

15-31. (Trees) Check the downward correctness of the quantifier 
rules when the language includes function symbols. 

15-32. (Derivations) Check the proof of rule soundness for the 
quantifier rules when the language includes function symbols. 

15-33. (Trees) Check that the proof of upward adequacy works 
when interpretations are read off open branches in accord with def- 
inition D20". 

15-34. (Derivations) Check lemma L37 when interpretations are 
read off open branches in accord with definition D20". 

r - 

156. CONCLUSION 

You have worked hard trying to understand these proofs of soundness 
and completeness. I too have worked hard, first in understanding them 
and then in  my efforts to write them u p  in a clear and accessible form. 
Working o n  the strength of the presentations of others, I will be very 
happy if I have made some small contribution to improving the accessi- 
bility of soundness and completeness and if I have avoided both horns of 
the dilemma of too much complication versus inaccuracies in the proofs. 
Whatever I have accomplished, I am sure that my presentation can be 
improved. I welcome your comments and suggestions. In  the meantime, 
you should not be discouraged if you have found part I1 of this text to 
be very difficult. Soundness and completeness are substantial mathemati- 

cal results. If you understand them only in a fragmentary way, you can 
greatly improve your grasp by patiently going over these chapters again. 

CHAPTER CONCEPTS 

In reviewing this chapter, be sure you have a firm grasp on the fol- 
lowing: 

a) 
b) 
C) 

d) 
e) 
f 

g) 
h) 
i) 

j) 
k) 

1) 

m) 
n) 
0) 

P) 
9) 

Interpretation 
Unnamed Object 
s-Variant 
Truth of an Existentially Quantified Sentence 
Truth of a Universally Quantified Sentence 
Infinite Tree 
Infinite Semantic Tableau Derivation 
Downward correctness of a Truth Tree Rule 
Upward correctness of a Truth Tree Rule 
Interpretation Represented by an Infinite Truth Tree Branch 
Restrictions on the Derivation Rule for VI 
Restrictions on the Derivation Rule for 3 E  

Terminal Interpretation in a Semantic Tableau Derivation 
Closed Semantic Tableau Derivation 
Compactness for Predicate Logic 
Interpretation for a Language with Identity 
Interpretation for a Language with Function Symbols 



A n s w e r s  t o  E x e r c i s e s  i n  V o l u m e  I1 

C h a p t e r  1 75 ............................................ 
C h a p t e r  2 ............................................ 7 6  

C h a p t e r  3 7 9  ............................................ 
............................................ C h a p t e r  4 8 2  

C h a p t e r  5 ............................................ 8 7  

............................................ C h a p t e r  6 99  

............................................ C h a p t e r  7 1 1 8  

............................................ C h a p t e r  8 1 3 2  

C h a p t e r  9 ............................................ 1 5 2  

C h a p t e r  1 0  ........................................... 1 7 2  

a) CidistdLlc?rtbanEve. 
b) Cid lcrves Eve. 
c) CidIsnottdllerthanhimself. 
d) Cidisu.cd. 
e) IfCidIstall lertbanFwetbenhelcrvesEve. 
f )  EitherCidlove6Eveorhelcrveshimself. 
g) CiddDesnotlavObathEveardA&m(Also: Itisnottheosethat 

bathCidLcwesEveenrlCidlove6A&m.) 
h) Cid is blcnd if enrl crily if he either 1- Eve or he 1- , 

himself. 

1-2. a) Ca b) TQ c) CcvTQ d) 'lbe->IPe e) W->Im 
f) Lea & Irsc g) Leav Irsc h) (Ue v Lea) & (Iac & Irsc) i )  Lec -> Cc 
j)'lkC&-Irsc 

1-3. C) ard g) are not Sentences of predhb I&. Ibe rest am. 

1-5. a) ( x ) ~  b)'(x)(Icxv-) c) (x)-v (XI- d) W)(PcaLW) 
e) W)Txa ti W)Txc f ) .  (x)(Qr -> -1. 9) W(Qr -> -1 h) W)(Qr -1 
i) (x) (Qr -> --I [Also: -W) (Qr -)I j) (x) (IJoe -> Cx) 
k) (x)We->-Cx) [ ( j )  a r d 0  ambcrthecErivalent~'-W)Fpe&Qr)'l 
1) W ) ( h a  & w, 3 (XI-(- & -1 [Also: -WIG= & -11 



2-3. a) true, b) false, c) true, d) true, e) true, f )  true, g) false, 
h) true, i) false, j) false, k) false 

2-2. Given S d z e x e  Substitutim Irrstance. 

i) (x) [ax -> (Lxx -> I30)l 

Ba, false - 
-Laa, false 
-Lba, false 

-1 true 
rn, false 

BavIaa , t rue  
Ebvlab, true 

Ba -> Iba, true 
Eb -> Lkb, false 

(Lba & Eb) v Ba, true 
(Lkb & Eb) v Eb, true 

Ba -> (ma -> Iaa) , false 
Eb -> (Lkb -> Iba) , true 

j)(x)[(BxvLax)->(Lxbv-Bx)] (BavIaa) ->(Labv*) , t rue  
(Bv Lab) -> ( L k b V  -Eb), false 

k) (Ex)[(-&m)<->(BxvLxb)]  (Iaa&~aa)<->(BavLab),fdLse 
(Lab & Lba) <-> (Eb v Lkb) , false 

2-4. a) true, b) false, c) false, d) true, e) false, f )  false, g) false, 
h) true, i) true, j) false 

2-5. al) true: A t  least cme Z1S citizen is a millionaire. 
a2) false: A t  least cme Z1S citizen is not m. 
a3) false: l Y m e  is a t  least cme hagpy poor persan, pmvidiw a 

substitution instanoe which makes this false. 
a4) true: 'Ihere is a t  least one unhappy millicmarie giving a true 

substitxion instance of this sentence. 
a5) false: cme ewnple of an mWqgy millicmarie pmvides one false 

suhstituion iIwmces, making this false. 
a6) true: Cne hagpy m i l l h i n a r e  gives a t rue  substituion instance. 
a7) true: Cne m m i l l h i a r e  makes the f i r s t  anjllnct true. Cne 

wkqpy millionaire makes the seam3 Cnjuwt true. 
a8) true: Cne hagpy poor person makes the antecedent of this 

CQlSditicPlal false (see a3). 
bl)  true. An odd integer, sucfi as 3, gives a t rue  substitution instame. 
b2) false. An odd integer, sucfi as 3, gives a false suhstituion 

-'true: -number i s a t  larstas la rgeas  i tse l f .  Soanyodd 
integer, sucfi as 3, give a true substitxion instance. 

W) false: an integer less than 17, swh as 6, gives a false 
substitxion instance. 

b5) true: Every integer is either odd or  not odd. So a l l  substitxion 
instancesaretnle. 

W) true: An odd irrteger a t  least as large as 17, sucfi as 21, 
prwides a true substitution ' 

b7) false: An odd t o  17, sudl as 3, prwide. a 
false substitution irstmce. 

b8) false: Zhe seccPrd rmjurct is false. 'Ihe integer 17 p i d e s  a 
false suhstitxion being neither less than 17 nor a t  least as large 
as 18. 

b9) false. 3 is odd M not a t  least as  large as 17. Thus 3 pmvides a 
substitution instance of the f i r s t  anjllnct which makes the f i r s t  conjunct 
false. 

2-6. a) Sqpce we have an intetpretation which rakes the premise t rue.  In 
this interpretation a l l  substituion irrstarroeS (SIs) of (x)Lxe w i l l  be true. 
'Iherenustbe a t  1eas toneaYhSI  ineachof  these interpretationsbgause 
e y q  interpretation has a t  least one drject in  it. T h y  any -tion 
w l u c h w k e s t h e p r e m i s e t r u e h a s a t l e a s t c m e t r u e ~ t u t i o n ~ o f  
(&)Lxe, the cmdusion, mkhg the cmdusion t rue.  So the amgnuera is 
valid. 

b) Lrrvalid. An interpretation in  which 'Lael is t rue  ard '(x)Ixer has 
a t  least one SI which is false w i l l  be an interpretation in  which the prwiSe 
is true and the m l u s i o n  is false, tha t  is, a CE (camter exanple). For 
aranple, D = {ale);  Laa & Iae & Lea & -Lee is sucfi an intezpretaticm bgause  
'Lee' is an SI of (x)Lxe and is false in  this intf?Ipretation. 

c) Lmmlid. Letts try to make a a. 'Ibis w i l l  have to be an interpre- 
tation in which \(&)Lxer is true and \Iaer is false. W e  canmake '(Ex)Lmr 
true in  ax bkeqmkation by mkbg just one.SI true, for V l e  'Lee1. It 



doeanutmatterwhattruthvalueweassignto'Laa'dIea' i n a u r a ,  s o a  
a i s D =  (a,e); L a a h - I a e h I e a h I e e .  

d) slqpxe we have an -tion in which '(x) (mc & IJpe)' is true. 
' Ih i swi l lbeanhteq&&at ion inwhicha l l  i t s S I ' s a r e t r u e ,  that i s a l l  
sentences such as 'Ba & Iae', 'Be & Iee', ani any athers with the names of 
the subsiMed for 'x' in 'Bx & b'. BTr sinm all these 
SIs are rrmj-, all their mjumb will be true in the hteq&&ation. 
That is 'Ra', 'ee' ani all other irrstanoes of '(x)mc' will  be true. So in 
S&I an -tion, ' (x) Bx' will be true. Therefore, the iaqment is 
valid. 

e) Invalid. is a -e: D =(a); -Ba & Laa. 
f )  Invalid. A w l e  is pmvided by a case i n  whi& saethiq 

is B d sar&hhg else bears relation L to a, krt nathing does both of 
these. RBI- w e :  D;(a,b); Ba & -EO, & -Laa & Lab & Lba & Ihb. 

g) lb think abcut this i n f d l y ,  let 'Bx' mean \ x  is blard' ani 'IJry' 
mean 'x loves y'. T h e  premise says that a l l  b l a d s  1- e ani a l l  -lads 
lavea.  B u t i f t h a t i s t r u e , t h e n i t i s t r u e o f - t h a t i f w a r e  
blard they lave e d i f  nut blard thev 1- a. More ew&y, consider an 
e i t r a r y  interpl.etaticm in which 
the sI8 Of the - ~ l l ~ l u s i o n  in such 
Qcfi mjunct of this SI is an SI 
since the ~~3 is aswrmed true 
these SI'S W l l l  be true. So, the 

the&miseistrue. ~olls-deranyaneof 
an -tion, f d  say, w i t h  s. 
of ane of the mj& of the prEdse. 
in the h b r p m b t i o n  in question, a l l  
azgmmt is valid. 

3-1. a )  '2' a t  1 ani 2 is free. 
b) '2' a t  1 ani 'y' a t  2 are kxmxl. 
c) '2' a t  1 ani 3 is kxmxl. 'x' a t  2 is free. 
d) 'x' a t  1, 3, ani 6 ani 'y'at 4 arekxmxl. '2' a t  2 ani 5 is free. 
e) 'x' a t  1, 2, ani 5 is kxmxl. 'x' a t  3 ani 4 is free. 

(Note that  we dcn't say of names that  are either kxmxl or free.) 
f )  'y' a t  1 ani 4 is free. 'x' a t  2, 3, ani 5 is kxmxl. 

3-3. X is closed, so that u does nut ooay free in x. 'Ihus, the result  of 
w r i t i r q  i n a ~ m e  f o r u  inX is X i tself .  I n a t h e r m e ,  the s u b s t i m o n  
instances of (u)X ani (Eu)xare X itself. Plus if X is true inan inter 
-tion, a l l  its s u h s t i m o n  instances are true in the interpretation, so 
that  (u)X ani (Eu)X are both true in the h b q r e t a t i o n .  M i f  X is false 
i n a n ~ t i c m , n o n e o f i t s s u b s t i m o n ~ a r e t r u e i n t h e  
interpretation, so that (u)X ani (Eu)X are both false in the i n h q m b t i o n .  

3-4. a) Suppose wehave an h t m p x t a t i o n  inwhich a l l  the mud cbjects 
have pmperty B, krt sane unnamd cbject does nut have pmperty B. lhen a l l  
substimcminstancesfdwithnamesintheinterpreta~waildcollleaut 
true. Yetitwml.dnutbetrueinthishbrpmbticmthatallthingsare 
Bs. Also, consider an -ticm in which m mud things are B, krt 
saneunnamedthhyisa~. ~nsuchaninteqmbtion,msubsti~cm 
i r r s t a n c e s f d w i t h n a m e s i n t h e ~ t i c m w a i l d c o l l l e a u t t r u e ,  so 
that aur defintion of truth of an sristentidlly quantified sentence! waild 
tel lusthattheredoesnotexistaBintheinterpretat icm. Y e t ,  msuch 
an interpretation there is a B. 

b) In redl l i f e ,  many things do nut have ~mes .  We want aur system of 
logic to be applicable to such situations. Also, there are aakexts in which 
thereare,insane-,KH(Ethingsthantherearenames. l h e r e a r e l w m  
-thantherearenames, fo reenple .  Wecannot~meallnmS3ersatthe 
smne time. 

3-5. a )  We have to pmm that -(u) (. . .u.. .) is true in a given interpl.etation 
i f a n i o n l y  if (Eu)-( ... u...) istrue inthe interpretation. So, -that 
an interpl.etation is given. -(u) (. . .u.. . ) is true in the interpl.etabcm just 
in case the negation of the axquncticP1 of the instanzS 

-[(... a...) & (...b...) & (...c...) & ..;I 

is true in the interpretation, where we have..'+ncluded in the amjunction a l l  



t h e i n s t a r r c e s w h i c h c a n b e f d u s ~ a l l t h e n a m e s w h i c h m m e t h i n g s i n  
the irrterpretation. By De Morgan's law, this is equivalent to the 
disjum%icm of the negation of the irrstanoes, 

-(... a...) v -(... b...) v -(... c...) v ... 
d.Li& is tw inthe interpretation just in case (Eu)-( ... u...) is true in 
the -tion. 

b) lb pucrve i n f d l y  that the rule -(Eu) holds for infinite chains, we 
f i r s t  asslnoe that -( m)( ... u...) isstrue in an -tion (to dmw that 
(u)-( ... u...) mst be true in this mterpretation). NaJ, -(m)(...u...) 
IIeaIs that  there is rrothing in the (infinite) dcmain of this ht3Xpmhtion 
& t h a t  (...u...) i s t r u e o f  it. E u t t o s a y t h a t t h e r e i s n o ~ s u c h  
that  (...u...) is t rueof  it is just tosay that inthechain is 

& that (. . .u.. .) is false for it; and this is just to say that 
(u)-(. .. u...) is true in this -tion. 

Similarly for the rule -(u): Assum that -( u) (  ... u...) is true in an 
h t q p E b t i o n  w i t h  an infinite chain. 'IhlS that not eveqwq in 
thedanainis (...u ...). Eut,tosaythatnoteverythirrgissuch-and-SUChis 
just to say that  is not such-andd. 'Ibis is just to say that 
(m)-( ... U. ..I is true in this -tion. 

We want a notion of logical equivalenoe on which (4) and (5) w i l l  be said to 
be logically equivalent and which will guarantee that substitutiq one for 
theotherinaclosedserrtenzwillnotchangethetruthvalueoftheclceed 
sentence in any bbrpmtaticn. Eut har can (4) and (5) affect tha tnrth 
value of a closed sentence of which they are a part? 'Ihey dcn8t affect 
truth valws directly. FWher it is sentenzs which result by subsituting 
nannes for the free variables in (4) and (5) w h i c h  affect truth values of . . 
ombmuqsakems. SqpzewehavealaqerSentencewhichhas (4),  for 
ezample, as a subsentence. Pie truth value of the laqer sentenm in an 
-tion is determined, step by step, by the truth value of laqer 

and it is (6),  and the other sentences f o d  by writing a mme for the free 
*x8 in (4) wh ich  do the truth d&emmuq 

. . 
mmk. 

NaJletusdothesamewith (5). Weget 

the truth value of laqer sentenoes w i l l  be the saw. Ard clearly this will 
likewise be true for any pair of sentences uhich we fom fraa (4) and (5) by 
writing in the SAW mme for the SAW free variable. 

In short, (4) and (5) act just like logically equivalent Sentence when 
it comes to substiMion into laqer sentenoes i f  the fo l laww ccnditicn 
holds: (4) and (5) turn into g&, closed, logically equivalent smtewes 
when we -lace the free variables w i t h  names, always the same name for the 
saw variable. 

Of axnse, i f  we get logically equivalent sentences fraa a pair like (4) 
and (5) whenweptinonemme, anymmewillwork-whichmmeweusewcm't 
matter. Eut we dcn8t a t  this point have any nice way of proving that. So to 
get aur extended defif ion of logical equivaleme it 1- l ike we will have 
to talk abart an infinitely large set of closed sentences cbtained by p t t h g  
in all possible m for the free variables. Aml this is a very nessy 6ort 
of anl i t ion.  

Hawer, we can get the same effect in a very nice way. 'hke (4) and 
(5) and fom their bioonditicmal. Then fom what logicians call the 
bioonditiunl's Universal Closure, that is the sentenm which results f m  
the bioonditicnal by prefixing it-with universdl quantifiers, one for each 
free variable in the biccnditicnal. I f  this biccnditicnal is a logical 
truth, that is true in all hbqmtatiors, then in any h t a p m h t i o n  the 
substitutuion h s b m x s  of both ccmponents w i l l  have the same truth value, 
whichis jus t thecandi t ionwewant .  Ofcarrse, twoclosedsentencesare 
logically equivalent just in case their b i d t i c m a l  is a logcial truth, and 
a b i o o n d i t i ~ f o r m e d ~ t w l o c l o s e d ~ i s i t s o w n u n i v e r s a l  
c l ~ , b e c a u s e . s u c h a s e r r t e n z h a s m f r e e v a r i a b l e s t o b e M b y a  
prefixed universal quantifier. (see prcblem 12.3.) So we can give one 
definition which - cur old defintion of logical equivaleme and which 
alsocufersthenewcaseswewanttoinclude: 

lko opm or closed sentences are Logically Equivalent i f  and only i f  
the universal closure of their biccnditicmal is a logical truth. 

b) Naw let us dcuble check that this definition will make the law of 
substitution of logical equivalents mrk in the way we want. All we rei l ly  
&todoistosayingenerdlwhatwesaidforthespecMcaseof (4) and 
(5). ~ t h a t X a n d Y a r e t w o c p M s e n t e n c e s s u c h t h a t t h e u n i -  
closure of X <-> Y is a logical truth. SuFpase that we start w i t h  a senteme 
Z and form a I~RJ sentence Z* by subitituting Y for X in Z. We need to shaw 
that Z and Z1 are logically equivalent aco~rdirg to cur old, more restricted 
definition of logical equivalenoe. Eut the truth of Z in an interpretation 
iscarpletelydeterminedbythetruthvalueofthesubstituitoninstanoesof 
Z and of the subsentenoes of Z. Hcwever, i f  the universal closure of X <-> Y 
is a logical truth, whenwer a substitution hstance arises which is 
identical to X w i t h  names substi- for X's free variables, the sentence 
which results by substituting the saw names for the same variables in Y will 
havethesawtruthvalue. !husifYccxarsinanotherwiseidentical 
sentence hte& of XI the snre truth values w i l l  result a t  all stages of 
evaluating truth values of ccmponents and substitution irstanzs. In 
particular, Z and Z* will have the same truth value, and s h o e  this holds for 
all interpretat im,  Z and Z* w i l l  be logically equivalent. 

I f  (6) a d  (7) are logically equivalent (as they are by the rule -(u) 1, in 
any -tion they will have the same truth value. So their effect on 



-(u)S(. . -u.. .) 
-(u) [SX -> (. . .u.. .)I 
(m)-[su -> (...u...) 1 
(m) [Su & -(... u...)] 
(rn)s-(. . .u.. .) 

-(rn)S(. . .u.. .) 
-(al)[Su & (. .. u...)] 
(uj-[su & (...u. ..)I 
(u)[su -> -(... U...)] 
(u)s-(. . .u.. .) 

Wurite rule 
- (u) 
C 
Wurite Fule 

In the follawing amwys  to transcriptions, keep in m h d  that logically 
eplivalent -ens are always +ly good tmmcnph 

. . 
ons. If yan 

answer differs fmm the answer given here, yan ansxx is still right if it 
is logically eplivalent to the amwr  given here. Pie follawing logical 
eplivalenzsaretheaneswhichmstoftenmnrertcmenatlual~ ',Itim 
intoanother: 

x->(Y->Z) is logically eplivalent to (my) ->Z 

x->Y is logically eplivalent to -Y->-x 

-(al) (X & Y) is logically eplivalent to (u) (X -> -Y) 

-(u) (X -> Y) is logically eplivalent to (rn) ( X & -Y) 

4-3. a) (x) $ace, (x) (Px -> Lxe) 

e) (Ex)p(- & -Dx) , (Ex) (Px & - & -Dx) 

i) (X)C~, (XI (cx -> -1 

j) (Wp(Ey) H, (EX) [ m  & (3) (PY & WI 

k) (x)P(Y) pIiKY, (XI [Px -> (Y) (Py -> W )  1 

1) (Wp(y)pIiKY, (Ex) [Px & (Y) (Py -> W )  I 

m) (Ex) P(Y) *, (Ex) [Px & (Y) (Py -> Lyx) I 

n) (X)p(W)pIiKY), (x)([Px-> (Ey)(Py& -11 

0) (XI p(Ey) *, (XI [Px -> (Ey) (Py & Lyx) I 

44. 

a) (XI (Fx -> -1 
b) (x) ((3r -> -Fx) 
c) (Ex) (Px & IJQ) -> Iea, or eplivalently, (x) [ (Px & IJQ) -> Iea] 
d) -(Ex) (Px & Iex) , or eplivalently, (x) (Px -> -M) 
el (x)-Fx 
f) (Ex)(Px & Ex) -> m 
9) -(XI (cx -> w 
h) (Ex) (cx & -w 
i) (x) (Px -> -) 

j 1 (=I -> -W 
k) (XI (a -> -1 
1) -(x) (Ex -> cx) 
m) (x) (B -> -Ax), or (Ex) (B & -Ax) 

n) -(XI (Ax -> w ,  
0) (XI (a -> -1 
PI -(XI (FX -> -1, or, eplivdently, (Ex) 0% & -1 
9) (XI (B -> -1 
r) (x) (Ex -> --) 
s) (XI (IJQ -> 
t) (Ex) (B & -1 
u) (XI [Fx -> (Y) (Py -> - W )  I, passibly (XI rm -> -(Y) (Py -> W )  I 
v) (XI [ (Ey) (Dy & W )  -> (Ey) (CY & W )  I 
w) (XI [ (Px & -1 -> 1 
x) (XI (- -> -1 
Y) (XI [Px & -1 -> -1, also (Ex) r (Px & -1 & -1 
2) (XI[(- & IJQ) -> -1 
aa) -(x) [Px & IJQ) -> Lxe] 
w (x)[(Px & 'I-) -> -1 
~ 3 )  (XI -> IJQ) 



C) (x) (cx <-> Lax), and (Ex) (cx <-> Lax) 

4-7. 

a) Sameare is the m of sanwne. 
b) Ncbody is an animal. 
C) . thatpursisafurrycat.  
d) = p u r s i s m t a - c a t .  
e) NoaplelovesbothMamandhre. 
f )  Everyone does m t  love both Adam and hre. 
g) A l l  dogs and cats love eadl other. 
h) A l l  dogs and cats love other. (g and h are logically equivalent.) 
i) Sameare loves same m of sanwne. (Or, -loves samxm's m.) 
j) SamaDne loves saaaone who has a m. 
k) Any b l d  fuzzy tail is the tail of a cat. 
1) A l l  scms love a cat i f  and only i f  they love a dog. 



1 (x) (-BX v I M )  P 

2 ( p B X  A 

1 (x) (Km > m )  P 
2 I-* P 

f 



(X) (xxx<->Px) P 
(XI (Kix & (- > -1 p 

Aev Lea P 
:Ex)Lax > A P 
:Ex)Lxa > A  P 

5-3. a) 'Ihere is saneone wl.lo likes bath pickles and chicken (premise!. M*s 
call this person Doe. So Doe likes pickles and Doe likes chicken. S l n m  Doe 
likes pickles, scmecne likes pickles. S h  Doe likes chicken, saneone likes 
chicken. 'Iherefore ( d u s i c n )  there is saneone wlm likes pickles and there 
is sameone wl.lo likes chicken. 

(Note: T h e d u s i c n o f  thisargumentisElcrr justarestateamto£ the 
premise. P l e d u s i c n a u l d b e t m e a n d t h e p r e m i s e f a l s e ! )  

b) Either i) everyone likes pickles or ii) evesycne likes chicken 
(premise). W e ~ b y c a s e s .  Casei) S k g p x e ~ l i k e s p i c k l e s .  
Fbr ewmple, Arb llkes pickles. But then Arb likes mther pickles or 
chicken. S h  Arb a u l d  have been anyone, everyone likes either pickles 
or chicken. Case ii) Su~pose everyone likes chicken. For -let Arb 
likes chicken. But then Arb likes either pickles or chicken. S h  Arb 
a u l d  have been anyone, ewqnx?e likes either pickles or chicken. We see 
that we reach the same d u s i c n  in case i) and case ii), kR we are given 
in the premise that either case i) or case ii) holds. So, by argument by 
cases, ( d u s i c n )  eveyme likes either pickles or chicken. 

(Again, the d u s i c n  is not just a lestatement of the premise. The 
dus icncanbe t rueand thepremise fa l se . )  



Be > Oe 2 3  
3,4,>E 

m! e i snot  
arbitrary in line 5, 
so we can't m l y  UI. 

1 (X) (Hff > Lxx) P 
- 

2 Hff A 

3 ,uE 
2,4,>E 

5,UI 
7 Hff > (x)Lxx 2-6,>1 

In lirraa 3 ard 4, \a1 o u a ~ ~  
arbitrarily. In line 5, \a1 oocllrs 
in an aaWmptim, so \a1 does not 
oms arbitrarily a e  that 
asqkhm is in effect. Hum the 
assaptian has been dkdmgd in 
line 10, 'a1 ocans arbitrarily 
asain. 

12 & o 
3;UE 

4151= 7 -&VC 6,vI 
(XI P- & a) 6tUI 8 1 (XI (-a v c) 7tUI 

9 (X) (-Px V C) 1,2-5,6-8,AC 



'(XI P 

-(Ex) -Px A 

-Fa A 

I (Ex) -Px 3,= - (EX) - ~ x  2,R 
E41 3-5 ,RD 
(XI Px 6,UI 
- (x) 13 

(M) -Px 2-8.m 
(XI Ox A 

(XI (-<--I 1,R 
ca 88uE 
a<-* 9 ,uE 
d lO,ll,OE 

(XI - l2 ,UI 
(X) a<-> (x) Ox 2-7,s-13,OI 

I - 
& #at lines 2-7 hkate 

5-5. j), using -Px insteal of Px. 

- 

(Y h Y  &DSAKE! b ocarrs in the asslmpticm of 
the sub-derivaticm. Sinm line 3 qxems 
line 4, we can't m l y  UI to line 3. 

(x) (Ix > Jx) P 

(Ex) (Jk & w 
- (W (Jk & I&) 
-(a & d) 
Jll v -a 
Js > -a 
(x) (Jx > -I&) 
-(x) (Jk > -I&) 

( M I  (Jx & I&) 

T h i s p r u b l e m c a n b e ~  just 
as bell by assmhg 'A8 first 
then 'A > W8. 





(x)(mV-) > - I  1lR 
( W v G d )  > Idd 4,UE 
-(W V Gd) 3151m 
-W & Cd 61m 
-Fd 7 1 a  
-Gd 7 1 a  

(Ex) -a 81= 
( a )  -Gx 91= 
(Ex)-Fx & (Ex) -Gx 10, 11, &I 
W)-Fx&(Ex)-Gx 2,3-12,EE 

(Ex) (Jxx & Jxf) A 

(X)(Jxx>Jxf) 1,R 
Jdd > Jdf 41uE 
Jdd 3,a 
Jdf 3,a 
Jdf 5,6,>E 
A & -A 7,8,a 

A & -A 2,3-9,EE 
-(Ex) (Jxx & Jxf) 2-10, -I 

a ~ I U E  

(XI ( a  > v "1) 1lR 
W > (IhhVRad) 6,UE 
-Ma ~ I R  
-Ma & -Rad 5,8, &I 

-(Ihh v -3 9,m 
-Ai 7 , 1 0 , ~  

(Ex) -a Ill= 
:)+ax > (Ex) -Fx 4-12,>I 
.->(Ex)-Fx 2,3-U,EE 

31R 
51R 

A 6 -A 6-8, RD 
A 6 -A 2,3-9,EE 
A 10,&E 
-A 10,hE 
Ex) Fx 2-1P, -I 

Noticethatinq) weQlaottakeancckltradictioninthe fanaof 'Fa' ard 
'-Fd' frun the irPlermost to the second sub-derivation because \dl is isolated 
to the ilmenK& derivation. We solve this prcblem by using 'Fa' ard '-Fa1 
to derive another oarrtradiction which does mt use Id1. Pie need to do this 
arises in the next few prcblems, so we introduoe t m  nev derived rules to 
sinplify an mrk. 

for "ocntradicticnl' 



(m) (. . .u.. .) Inprt for derived rule 
(u)(( ... u...) > X) 

ii) Asamwz all rules in the text except EE. Also the derived rule 
given in 5-8 i) (derived form of E )  . 

3 

4 
5 
6 
7 

1 1 (m) (. . .u.. .) ~rgut  for derived rule 

b (. .. b...) A 

(u)((...u . > 2,R 
(.-.b...) > X 4 1 m  
X 3,5,>E 

2 

3 

Notethat inprt i i )  of thepmof*~areus i rq~der ivedEru le to  
get the primitive EE rule. Thus b, uhid appeared in the Suwerivatim 2-3, 
can appear in line 4. But we m q d m  b to be isolated to lines 2 4  to 
guarantee that b is arbitrary at line 4. 

X 1,3-6,EE 

(. .. b...) A Chcc6e b as a unplletely mw mime 
so it w i l l  be arbitrary insline 4. 

Ix 

4 
5 
6 

plerelevantfeatureof~rulesisthis: inapplyingEIycucdn 
- 1 y V i z e c m  justamhsbmeofa~mewithmorethanam 
ocamme. But in mlyirq UI ycu nust universally gendize cm a l l  
oaxmxs of the ram cm uhid ycu are gemmlizbq. (..%...) > X 2-3, >I 

(u)((..u. . 4,UI 
X 1,5,E (&rived farm) 

D=(a,b) ; -Iaa & lab & m & -~hb 

Ihe relevant fea- of the rules is this: in -1ybq UE ycu are free 
to imtantbte a uni\nezsally quantified sentenoe w i t h  a nane that almady 
occurs. in aplying E y& aust start a sub4a5vaticnI 
the e x b k k h U y  quantified sentemewithan isolated~me, am3 so a ram 
uhid is nev to the wble derivaticm. 



D=(a,b) ; Id. & -Lab & Iba & -Lbb 

( G m  v ( W B K  P 

p) A 

A 

m v q b  3 ,VI 
( 8 )  ( R  v Q) 4,= 
(Ex) (Ey) (= v Q) 5,= 

(-) (Ey) (Px v Q) 2 , 3 4 , =  

9 

:: 
12 

14 

aim A 

I 
* v Q  9 ,VI 
(Ey) (* v Q) lo,= 
(Ex) (Ey) (= v Q) 11,= 

(m)(Ey)(PxvQ)  8,9-12,= 
(EX) (Ey) (Px v Q )  1,2-7,8-13 ,AC 

6-1. j) 
1 

2 

3 

4 

: 
7 

8 
9 
10 
11 
I 2  

,(Ex) (Ey) (PxvQy) p 

$(Ey) (Pa v W) A 

b W v q b  + A 

F A 

4,= 
I:E;Ev(Ex)BK 5,- 

P A 

7,EI I [ : ; ~ v  ( a ) m  8,vI 
( W Px  v (WBK 3,4-6,7+,AC 

( WPx  V ( = ) a  2,3-10,EE 
( W P x V  (Em% 1,2-11,EE 



(x) (Ey) ( a  > QY) 1,R 
(Ey) ( m  > QY) 4,UE 
b W > *  + A 
W 3,R 

6,7,>E 

a,= 
, (EX)@ 5,6-9,EE 
(-)a 2,3-10,EE 
K) PX > (EX) gx 2-ll,>I 

A 

(2) (w) ( (Jzw 61 -RJ) > Gz) 3,R 
(W) ( (Jaw 61 -RJ) > Ga) 8 ,UE 
(Jab & -Fb) > Ga 9 ,UE 
-Fb 7,= 

(Y) Jay 4,R 
Jab 12 ,uE 
Jab & -Fb ll,l3, &I 
Ga 10, U,>E 

( W W  =,= 
(m Gz 6,7-16,EE 

(we 5,6-17,= 

( W G z  .1,4-18,E 
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P- A 

( W  * 81H 
(Ex) -a v (Ex) 9,vI 

(-1 -a v (Ex) * 
4.5-7.8-10.K 

(Y) (2) ( W  ( W  & -1 
(2) ( W  (- & W )  
( W  (- & *) 
c w & m  6 
w 
m 
(x) -m v (x)-* 
I (XI -- 
f 

lE= 
- (x) -m 
(XI -* 
-m 
A & -A 

A & -A 
A & -A 

A & -A 

:Y) (2) (W ( W  & 

6 
7 

8 
9 
10 
11 
12 
13 
14 
l5 

I 

(XI a 3tR 
Pa 6tUE 

(Y) (Py > QY) 5,7,>E 
w > Q a  8tW 
Qa 7,9,>E 
(Ex) a 10,H 
- ( W  a 2tR 
A & -A 1ltl2,CD 

A & -A 4,513,EE 
-(x)Px 3-14, -I 
Nates: I oculd have =lied -1 to line 2 irrstead of l k  11 and 12, hrt 

it build have taken an additioml step. Also I hstanthted line 4 before 
line 5. Wark an existerrtial generdlizatims before universal generdlizations. 



Y) (fi h  By) 
A a h B b  

(XI (Ey) (Ax h  By) 
(W (PJ, h  By) 

Aa h  Bb 
Bb 
Ab 
A b h B b  

(a) (Ax h  Jw 
(Br) (Ax h  Bx) 

Ih h  (x) (lh > Rxa) A 



- 
2 (Ey) (w) (-&-UP) 1,m 
3 b (w) (Ez) (LrwtiLbz) A 

I l f  (EZ) (lab & -LbZ) ~ I U E  
clIab & -Ikc A 

V WHICH S F X  L.E.: 

6-1. f) and lst exauple in cbp. 6 
6-1. g) and 2nd exauple in cbp. 6 

6-1. h) and q) 
6-1. i) and 3 )  

6-1. 1) & 6-8I.d) 
6-1. m) and 3rd 9 l e  in cbp. 6 

6-1. n) and p) 
6-1. 0) and 6-8. b) 



5-5. d) and e) 
5-7. e) and f )  
5-5. 1) and k) 
5-5. b) and u) 

5-5. s) an3 5-7. g) 
5-5. p) and 5-7. h) 

6-6. d) 
(x) (Px v Qx) is not logically equivalent to (x)Px v (x)Qx 

-: D=(a,b) EB h -Fb & Qa & Qb In this int~xpmtaticn, 
(x)(PxvQx) is true - t h a t  is, e v e r t h i n g i s s w h t h a t  it iseither P o r Q .  
[ N a y ,  a is P  and b is Q.] m, (x)Px v (x)Qx is false s h  both 
dbjunctsare f a l s e - t h a t  is, it is f a l s e t h a t  everything is P  [b i s n o t ] ,  
andi t is fa lse thateverythingisQ[aisnot] .  

(Ex) (Px & Qx) is not logically equivalent to (Ex)Px 6 (Ex)Qx 

-: D=(a,b) Pa & -Fb & Qa & Qb (Exp12~t im is simFlar to 
tha t  above.) 

Hb 3,= 

(XI rn > -1 1,R 
W > A b  51m 
Pb 4,6,>E 
Tab 31= 
PbhTab 7,8,&I 

(EY)(AY my) 9,m 
v)(Ay&Tay) 2,3-10,E 

(ItytiTay) >ow) (AYrnY) 2-11, >I  
: (EY) W&Txy) >ow (AY&Txy) l.2,m 



(Y) ( (W ww-=a>Lay) LuE 
(Ez) ~ k ~ ) > L a a  3,UE 

l?=- A 

I?- A 

-Rab 5,R 
ma & -Rab 6,7,U 

W )  (=a -1 a,= 
(&)-)>- 4,R 
Laa 9,10,>E 

(-1 - ll,= 
-CPx)L= 2,R 

- R b a  6-l3, -I 
-IeB>-m 5-14, >I 
(Y) (-RYb > dfy) 15,UI 
(XI (Y) (+w'-w) 16,UI 

a! (Ey) Lay A 

1°F A 

( ~ ) ( ( E Y ) W ( E y ) ( ( z ) I y z h L x y ) )  1,R 
@Y)Lay>(Ey) ((Z)Iyz-Y) 5,m 
(Ey) M Y  4,H 
(Ey) ((z)Iyz-Y) 6,7,>E 
c (z)Icz & Lac bA 



( x ) ( B D ( Y ) ~ ) )  1 3  

71R 

13,UE 
8,14,>E 

51R 

(Y) (2 )  ((wyW)*~) 19JJ 
( 2 )  (-1-1 20,UE 
-&Wac) >Wc 21,UE 
ib & Wac 15,18,&1 

22,23,>E 
8-24, >I 

(Y) (Dy > W )  25rm 
> (Y) (h' > -1 7-26, >I 

:) (-(Y) (-1 271m 
: W ( Y )  (Dy>Wxy) 2,4-28,EE 



I 

(XI (& > -1 2,R 
7 , m  
6,8,>E 

(XI (Y) ( ow-) > W )  1,R 
(Y) ( ( w m )  >Ray) 10,UE 
( M b h I B d ) > R a b  11,UE 

4,R 
=,a 
9 , 1 4 , h I  
12,15,>E 
6-16, > I  

(Y) (By > IQY) 1 7 m  
B a h ( y ) ( B y > I Q y )  5 , 1 8 , h I  
(W ( W ( Y )  ( W W )  1 19,= 

W ( W ( Y )  ( W W )  3,4-2O,EE 
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1 a ,  b (Vx) (Ex > W 
2 a ,  b (Vx)= 
3 '(Q & Cb) 

A 

4 
I 

4B 
I 

-Cb 

5 * E a > c a  * E b > C b  

I-- I I-- 
6 -Ea Q -Eb 

I 
Cb 

7 Ea X m X 
X X 

1 
2 

a (Vx) (Fx > Gx) 
-Ga 

3 -Fa 
4 * F a > =  

5 
I 

-Fa 
I 
Ga 
X 

INWLZD. C.E.: =(a) -Fa & -Ga 

INPTAZ3D. C.E.: D=(e,g) +4e & -Eg & -Fe 

* A >  (Vx)Mx 
A 

* -(lq & Mi) 
I A I 

INVAI;ID. C.E.: D=(d,j)  -Pd L Aj L W L -Kj 



1 a, b (Vx) (Sx<-yW 
2 -(a v a) 
3 - s Y  

4 --Ta 
5 Ta 
6 Sa<-- 

7 
I 
Sa 

I 
-sa 

8 Ta a 
9 Sbc-m X 

10 
I-- 
4, 

I 
Sb 

11 a, Ib 
X 

INVAI;ID. C.E.: D=(a,b) Ta & Ib & Sa & -4, 

Itw&ID. C.E.: D=(a,b) A & Ga & 4. If I had used 'b' in line 5, the 
tree warZd have clcsed. 

INKUZD. C.E.: D=(a,b) -A & Da & 4%. If I had used the - name in 
l ines4ard5,thetreewwldhaveclcsed.  

INVAWD. C.E.: D=(a,b,c) -Pa & Fe & & Qc. If I h&d used 'a' or 'b' in 
line 5, the tree wwld have clcsed. 



7-2. e) 
1 * A v B  
2 

P 
* A > ( I x ) ~  

3 
P 

* B > (]x)Nx 
4 

P 

I 
-Ng -c 

5 A 
I 
B 

I 
1 v 

6 
I-- 

-A 
I-- 

* ( I x ) ~  -A * (]XI& 2 > 
I 

7 X Na 

I I 
Na 

I I 
6 I 

8 
I-- I-- I-- 

,-B * (]x)Nx -B * (]x)Nx -B * (]x)Nx 3 > 
9 N b  X N b  X N b  8 1  

I lWUD.  C.E.: I)=(a,b,g] (A & Na & Nb & -Ng); (A 61 -Ng & Na & -B) 
( B L - A L - N g L N b ) ;  ( B h N a h N b h - N g )  

If I had used 'g' in line 9, the t reekmld have closed. A l s o  note: the NEW 
NAMEScmlyhavetobemtoabrarrfi. 

7-3. a )  
1 
2 

* (]XI(- > Br) P 
* - W ) ( -  & *) 

3 
-c 

4 
a @I(- & *) 2 - 

* m > Q a  

I I 
1 I 

5 -Fa 
6 

Qa 4 > 
* m & *  * m & *  

7 
3 v 

m m 
8 

6 & 
'Qa Qa 6 & 
X X 

VALID. N o t e t h a t I w o r k s d C n l h l b e f 0 r e l h 3 .  

7-3. b )  
1 
2 

* (1x)- P 
* --(]XI* 

3 
-c 

4 
* (]XI* 2 - 

Q 
5 -Cb 

1 I 

INVALZD. C.E.: I)=(a,b] & -Cb. If I had used the same name in lines 3 1 
4 a r r l 5 ,  thetreekmldhaveclosed. 

A 

Note that in line 6w rrm~ need cmly be rrew to a branch. A l s o ,  in line 7 ,  I 
cml~usedl ine2- tha twasencu#l toge t thehrancf i toc lase .  Simi l2vly1  I 
med& c m l y  line 4. 

X 
INVALD. C.E.: I)=(a,b] Ga & & & Ila & -Hb 

W. On line 8, I imtanthtd W ) P x f  cmly with #bf anel W ) - P x f  cmly 
with laf sime that was encugh to get both branches to clase first. A l s o ,  
do- lines 3 anel 4 before line 2 saves work. Ihe practical guide: l k r k  
mbmnchhq rules before bmmhiq nrlesgl still a~plies! 
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7-3. g) 
1 * -(Vx)Px > (1x)QX P 
2 * -((lX)-gx > -(Vx)-Px) -c 
3 * (IXI-gx 2 -> 
4 * -(Vx)-Px 2 -> 
5 a, b (Vx) -a 4 - 
6 a 

I A I 
3 I 

7 * -(Vx)Px * (1x)QX 1 > 
8 a (Vx)- @ 7 --;I 
9 Pa I 8 V 
10 -Pa -Pa 5 v 
11 X -a 5 v 
lNVALTD. C.E.: E={a,b) -Pa & -a & Q a  & @. I w a i t e d  to instantiate line 
5 with 'a' until I htrduxd the new- ,bt working cn (1x)QX in l ine  7. 
I could have saved a small ammt of witirq by doirq l ine  6 f i r s t ,  wriw 
'-Pa' a s l i n e 7 .  But thenIddhavehadtore tumto l ine6wi tA  'b'. In 
t h i sose theonea rde r i sa sgDodas theo the r .  

7-3. h) 
1 * Jq > ( I x ) ~  P 
2 a (Vx)(= > -1 P 
3 * -(Jq > -(Vx) -Lac) C 
4 JS 3 -> 
5 * -(Vx)-Lx 3 -> 
6 a (Vx) -- 5 - 
7 

I I 
* ( I x ) ~  1 > 

8 X Ka 
9 

7 I 
2 v 

10 
I-- 

-Ka 
I 
Ia 9 > 

11 X -la 6 V 
X 

W. A t  line 9, I only imb&kbd 2 with 'at because I lwked ahead and 
eawthatthatuaIldbeesmqhtogetallbranA&toclose. ~ f m t a l l  
branheshadclOSedI~dhavehadtdreturnto2andirrStantiateitwith 
'q' as well. 

11 

INVNJD. C.E.: 

* (1x)fPr €4 (1x)Gx 
* -(Vx)-(Hx & Gx) 

* ( I x ) ~  
* 

a, b (Vxl-Obc & Q) 
Ha 
QJ 

* -(Ha & Ga) 

I A 

-Ha 
I 

-Ga 
X * -(Hb & QJ) 

I-- * I 
4 

=(arb) Ha & -lib & -Ga & -lib X 

7-4. al) 



74. bl) 

74. cl) 

74. dl) 

INVAIJD. C.E.: D=(a,b} Eh & -R, & Qa & (b 

P 
C 
2 Y 

2 Y 

3 Y 
4 Y 
5 I 
6 I 
1 v 

9 v  
1 v 

l l v  

P 
C 
1 & 
1 & 

2 -1 
3 I 
4 I 
5 v 

8 4 
5 v 

10 4 





7-4. kl) 7-4. il) 

I 

7 - ~ a  i 
INWUD. C.E.: D=(a,b) -A & Fb & -Pa X 

ItWZlD. C.E.: D=(a,b) Pa & -RI 

DWAIJD. C.E.: D=(a,b) -A & Pa & -RI 

( 1 x) (Lam<->Lex) 
e (Vx1-l 

-(IN- 
a (Vx) -- 

Lba<->Ieb 

I 
Iba 

I 
-Iba 

Ieb -Ieb 
Lea Iea 
-Iea -1ea 
X X 



8-1. d) TEST FOW arrrrUrr,ICPICN 

8-1. a) TEST FOW LOGIm TWIH 

8-1. b) TEST FOW 

1 (Vxlrnv (Vxl* 

2 
I 

a (vx)rn 

I 
a (Vx)* 

3 Na -Na 
NCrr A OWlmMCPI(3N. C.E.: D=(a) Na; D=(a) -Na 

-[W)rn v (Vx)*l 
-(VxW 

* -(Vx)* 
(IN* 
(1x1- 

-Na 
* *  

W 
C.E.: D=(a,b) -Na&Nb 

132 

KIT A aMRADICPION. C.E. : D=(a) Ba; >(a) -Ba 

8-1. e) TEST KR LOGICAL TWIH 

8-1. f) TEST FOW mTmADICPIcH 

t?X A armuU,ICPI(3N. C.E. : D=(a,b) Fa&-% 

KIT A LCGICAC TWIH. C.E.: D=(a) -Fa; D=(a) Pa 



8-1. g) TEST FUR CXMWDICI'ICN 8-1. i) TEST FUR IDGICAL TRLm 

8-1. h) TEST FUR a3NIRADICI'ICN 

1 * (Vx) ( m  v Jx) > [ (1x1 -lor > (1x1 Jxl 
I 

2 * -(Vx) ( m  v Jx) 
I 

* (]x)-m > (]x)JX 

I I ----"- 
3 *(]x)-(~vJX) * -(]XI-K% 

I 
* (1X)JX 

4 -(Ka v Ja) a PI-m Ja 

5 -Ka * -Ka 

6 J a  Ka 

m A O~E~ADI~CN. C.E.: B(a) - W a ;  Ka; Ja 

8-1. h) TEST FURIDGICALTIUlM 

8-1. i) TE3T FUR CONlRADICI'ICN 

NOT A IDGICAL TIUlM. C.E.: &(a) Na6Ha; -Na 

8-1. j) TEST FOR CCNIRAMCI'ICN 

NOT A (xMRADICI'ICN. C.E.: D=(a,b) Ha- 

8-1. j) TEST FUR IDGICAL TIUlM 



rn A ammmIcrICN. C.E.: D=(a) -SaM;a; -Sa&ICa 

8-1. k) msr Em ICGICAL a(Lml 

-{(lX)C-sx & (Qr v W I  v [(VxIQr > (Vx)(Sx v WI) 
-(lx)C-sx & (- v WI 
-[(Vx)Qr > (Vx) (sx v WI 

a (Vx)-[-=& ( Q r V W I  
(VxIQr 

-(Vx) (Sx v -1 
(IX)-(Sx v w 
-(Sa v Ka) 

Sa 
-Ka 

-[-sa & (Gav Fa)] 

I A 

*--Sa 
I * -(Ga v Ka) 

Sa -Ga 
X -Ka 

IDGICAt a(Lml Ga 
X 

a (Vxl-Fx 
a (Vx)Sx 

(lX)[(-Fx > > Fx] 
(-Fa > Sa) > Fa 

I- * -(-Fa > Sa) I 
-Fa 
-Sa 
Sa 
X -Fa i 

X 



(3x) (m v mhr) 
a (Vx)(m > -W 
a (Vx)(Dx > w 

a (Vx) [Jx<-> (Dx v IW) ] 
J a v m  
Ja>-Ha 
m>Ha 

Ja<->(nil v Ha) 
l- 

Ja 
I 
m 

I-- I I-- 
J a  -Ha J a  

I 
-Ha 

X I-- I I-- I I--! 
-m Ha -Da Ha -m Ha 

I 1  
X X I x  X 

I-- 
Ja J a  Ja. J a  

l- 
- 

I 

*Da>Ha - ( ->Ha)  m>Ha -(m>Ha) 

I-- I X X 
Ha 

I 
m 

8-3. A aentradicticm is true in NO ' A oollsistent sentence ir 
trmin-(-m-) i n t e r p r e t a t i ~ ! & i c a l t r u t h i s t r u e i n ~  
-0nS. (A set of is ansistent if there is an 
-Cal in Wcfi they are all true. so ane sertence is andstnet i 
t M r e i s a n w t i c n i n a c f i t h a t c n e - i s t r u e . )  m a  
logical truth is caslstent, and a a&mdbtion is inarrr,isterrt (i.e., not 
cormistent). 

isnotP, t h e r e m x l n t b e ~ ~ & i s b a t h P a n d Q .  
Now go back and (a)-(d). Note hm the universal quantifier 

distr ibutesweramj l lnct i0n~Mnotdis j~ , ih i le theexistent ia l  
quantifier distributes wer disjumticns M not anjllncticns. If you think 
abatt it a bit ycu will see that this synmetry mn be explained by appeal to 
-Is laws and the rules of logical equivalence - (u) md -(ELI) . 

e) ,  f ) ,  g), and h): In cases the p d m  of sentme8 are lagidly 
equivalent. 

Note fore), f ) ,  g), h), j) and k): You can mua either quantifier Wfi 
g w e r n s a a r d i t i c n a l t o t h e ~ o f t h e a r d i t i c n a l ,  iftheplrmtified 
variable is not feree in the anteoedpnt. you ynn t  merve the quantifier 
t o t h e ~ w e n i f t h e q u a n t i f i e d v a n a b l e ~ s n o t ~ i n t h e  
amsqunt. Imbadauniversdiquantifiergovedng aarditicnalcnrnrerts 
toan-quantifierandan-quarRifierqwer&qa 
o c n d i t i d ~ t o a u n i v e r s d i q u a n t i f i e r w h e n t h e q u a n t i f i e r s a r e m n r e d  
to the anteoedent ( w i t h  the quantified variahle not o u x r b g  free in the 
amseqmk). It is not hard to see that this is because a arditimal of the 
f a n n X - > Y i s l a g i c a l l y e q u i V a l e n t t o - X v Y .  Whenthequantifierlrcmsin 
fmm the whale m t i c n a l  to the antecedent it has to m through the 
negaticm sign, and this a universal quantifier to an exfstential 
quantifieranclamlexistentialcplantifiertoauniversdlquantifier. 



IJUT A IlX;ICAL !IFUlH. C.E.: D=(a,b) -Ba&Eb 

1 (1x1  ( IY)  ( W  6, - W )  S 
2 ( l Y ) ( U Y  & - I y a )  1 3  
3 Lab & -Iba 2 1 
4 Lab 3 & 
5 -Iba 3 & 

rur A ~ N E W I C ~ T M .  C.E.: D=(a,b) hbii-Iba. Note: you can sk ip  line 2 if 
yaz &It meet to use different ~ m e s  when instarrtiam ( I x )  a!ri ( I y ) .  

8-5. d) IEjT m meat TRmi 
1 * -(]XI ( IY)  ( W  & - W )  4 
2 a W ) - ( ~ Y )  ( W  & -W) 1 -1 
3 - ( l u )  ( U Y  & - I y a )  z, v 
4 a W ) - ( U Y  & -W) 3 -1 
5 -(Ida & - Ida)  4 v 

6 
I 

-Ida 
I 

-Ida 5 -& 

7 Ida 6 - 
rur A meat m. c.E.: m(a) Ida; D=(a) -Ida 

1 
2 

( IX)  W )  (fi > FJy) 

3 
a W ) ( -  > W )  

Fa >/Fa 

4 
I 

-Pa 
I 
Fa 

NUT A ~~~. C.E. : D=(a)', -Fa; D=(a) Fa 



1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
LOGICAL TRVM 

* -(]XI W )  > W )  
a (Vx)-W)(Fx>W) 

* -(vy)(Fa > FYI 
* (1Y)-(Fh > FYI 

* -(Fa > Fb) 
Fa 
-Fb 

* -W)(Fb > FYI 
* (lY)-(Fb > FYI 

* -(Fb > Fk) 
Fb 
-Fe 
X 

It@mrrE TmE. wr AOClNlRADIcmCH. 
C.E.: D=(a,b,c ....) ; IQb & & Fbc & -Ex32 & ...... 

8-6. a) 
1 * (1x1 (lY1-Y S 
2 * (1x1 (1Y)--Y S' 
3 * ( I Y ) ~  1 I 
4 * (1~)-Lby 2 I 
5 Iac 3 I 
6 -LM 4 1 

a3NSBl?EW, WMEL: Lk(a,b,c,d) Ia&-LM. Note: Yau can skip lines 3 and 
5 i f y c u a r e s u r e n c l t t o ~ e c t ~ n & r ~ !  

14 2 

-TREE. m. D=(a,b,c ,...) p... 
[The msdel has objects a,b,c ,.... Each hem relatian M to the mxt; each 
fails to bear the relatian M to a.] ,, 







8-7. i) TEST (IY) Orx)W/B (1y)W 
1 * (IY) OrxIW 
2 * -Orx) (1y)W 
3 * (Ix)-(Iy)W 
4 * (1x1 W)-W 
5 b PI- 
6 a W)-Iby 
7 Iba 
8 -Iba 

Ihe a m p ~ n t  is vdlid. X 

8-7. i) TEST - Orx l ( l~ )W/( l~ )Orx)W 
1 a,b,c Orx) (1y)W 
2 * -(1y)(Vx)W 
3 * (vY1-W)W 
4 a,b,c (vY) (1x1-W 
5 * (1Y)rzry 
6 Lab 
7 * (]XI-- 

8 -Ua 
9 (1Y)Iby 
10 (IY) Lcy 
11 (1x1 -- 
l2 ( 1x1 -- 

LhS9,10 , l l ,  d l 2 w i l l ~ A n t h e r ~ m e s w h i c f i n u S t g 0 b a c k ~  
lines 1 a d  4. Clearly the tree is infinite, so the argmumt is invalid. 
!the -1e is &te oarplicated. Since the argumePrt frcm the first 
t o t h e ~ s e n t e n c e i s i r n m l i d t h e s e n t e n c e s a t e N u r I W ( n L L Y ~ .  

Lines 10-19 
arefrrm 
line 4, V 
all O c l p b i n a t i ~ ~ l ~  

of arb, c into 
Orx)W)-W ' 

ItWiWD. C.E. : =(a, b,c) - I ~ & - L a b t i - I a c & - I b a & - ~ & & - ~ b c & - ~ ~ & ~ ~ a =  



X 
a (Vz) [ (Jaa & Jaz) > Jaz] 

* (Jaa & Jaa) > Jaa 
I A 

- 12 -(Jaa & Jaa) 
I 

I-- I 
Jaa . 
X 

l3 Jaa Jaa 
IlwAUD. C.E.: *{a) Jaa 



9-3. we are given the rules: 
I &  





I 
-/Pa<-> (x) L (xa > pa) ] I 

Pa I 

* -(XI(= > Pa) 
-Pa 1-0 

(Ix)-(=a > Pa) 
a (XI (=a > Pa) 1 - 0  

-(h >Fa) 
* a=a > Pa 

I 
3 -v;v 

b a  
I-- * Pa 

4 I 
-Pa X 5 ->;4 > 
X 

X 5 -> 



-(XI (Y) ( 2 )  [ (x=Y & I n )  > Xnz]  
(1x1 (IY) ( l Z ) - t  (=Y & I n )  > -1 

- r ( e b & h )  >ecJ 
&&bC 

9-7. we have to shcwthat the statements that  = is reflexive, synmetric 
and tmmitive a m  all logical truths. 



(IXIpX 
C (XI (- v -1 

-(Fa v Pb) 
Fc 
-Fa 
-Pb 

c=avc& 

I A - I 
c=b 

Fa Pb 
X X 



9-9. Suppose player A b e l q  to tm soazex teams, lbm I aml TWm 11. 
further that A is teanmateswith player B anlbm I, anlvith player 

C r n l b m I I .  Inthiscase, A h o l d s t h e  relatiCnbeing-teampateS-- 
s o E x m r c t e a m t o B ,  a m l A h o l d s t h i s r e l a t i a n t o C ,  t u t B d o e s m t h o l d t b  
relatirn to C. Thus, the relatian baing-teammaates-fn-a- fails 
to be an equivalence relatian in this case, as it is mn-transitive. 

'Ihere m y  be c- urder wh ich  this relatim is an quivaleme 
relati~ewnt2mqhcmeormorepeqlebelargtomcnrethancmeteam- 



Mmely, those c- in d c i I  whenever a player, PI is on more than 
crre team, all of his teamnates are also on all of the teams that P plays on. 
'Ihiswarldcorrespand, intheatmeewmple,totheciranastancesinwhiciI 
player C wts also a maober of !ham I ,  arrl Player B a member of !ham 11. In 
such -, the relation beiny tes--terua warld be 
an &valenoe ane, since it warld be transitive as well as reflexive arrl 
synmetric. 

WlE: &swers for mises 9-10 arrl9-11 are given in the form of bath 
derivati- arrl truth trees. A l l  of the derivati- crime f imt ,  foilawed by 
all of the - trees. 
9-10. a) 9-11. c) 



I 
9-11. 'a) 

* -(lx)(M(x) v -W 
a,f (a) CW-(PfW v -Fx) 

* -(FE(a) v -Fa) 
-Ff(a) 
-Fa 

* -(Fff(a) v Ff(a)) 
-Fff (a) 

* --FfW, 
=(a) 

X 





el (-1 (- & (Y) (Sya -> y-x) & M I  
f )  (Ex) [& & (Y) (By -> P a  & -1 
9) (W ( (Ey) (Fxy & rn) & (2) [ (Ey) (ny & rn) -> =I & w 
h) (-1 (Ey) [- & (2) (Sze -> & Sya & (2) (Sya -> -Y) & -1 
i) (W (Ey) [& & (2) (& -> =) & Dy & (2) (m -> -Y) & Cxyl 
3 (-1 (Ey) (a & (2) [ (Sza & +) -> -1 & We & (2) (m -> -1 & -1 
k) (Ex) (Ey) (-1 (W [Pye & (2)- -> -1 & s w  (2) (sw -> -1 & ma & 
(2) (Sza -> m) & Fw & (2) (FZV -> pu) & oal] 

9-13. WWI an expressia-~ has two definite desmiptims we have f a x  cptims 
for negatim. We can let neither, or just the finst, or jus t  the secand, or 
bath definite descriptim have primary q. Plus the neqatim of i) oauld 
be: 

b b r e  than two definite d e ~ ~ i p t i o r ~  can be treated analcgously. In 

I pruvide here in  the answm. 

zulsw3x in whi& a l l  the definite descriptiubs have primary scape: 



10-1. a)- as part of the metdlanguirge. b) Menticned as part of the &j& 
-. c) used as part of the mztalarquage. d) W c n e d  as part of the 

w a r r g u a g e .  

fact 

10-3. Given the assuption that Zk X and Zk Y we have to shou that  Zt= X&Y, 
that is that i f  we have an -tion, I, in which all the sentenms in  2 
are true, I is also an interpretaka in which XhY is true. So let us 
alpposethatwehaveaninterpretatian, I, inWhichalltheserrterroesinZ 
aretrue.  S i n O e w e a r e g i v e n t h a t Z ~ X , w e ) o l a r t h a t X i s t r u e i n I .  
Lik&riss, sbware@venthatzkYw)olarthatYistrueinI. mt 
since X andY areboth true in I, so is x&Y, bythe truth table definition of 
'&' . 
10-4. &. :  I f  ~ k x & ~ t h e n ~ k ~ a n d ~ k ~ .  lbshwthat th iEj i sSrxnd 
wemust shar that i f  Z ~ U Y ,  then Z ~ X X Z ~ Y .  Su~pose that z ~ x & Y  
and suppose that  rn have an hteqx&ation, I m which all the in Z 

amtrue .  ' IhenXhYis t rue inI .  ButthenXandYarethemselv~eachtrue 
in I, by the truth table definition of '&'. 

Fbr the niles I w i l l  streamline -ition. 'BE rule is 
always stated using slngle turnstiles. Tb shw sam3nes we llust Qrmnstrate 

statementwithdoubleturnstil the- es. IneachcaseIwil ldo 
this by assumiq that w are given an interpretation, I, in which all the 
~ i n Z a r e t r u e a n d t h e n s h o u t h a t t h e s e n t e n o e 0 r ~  
follaving the relevant double turnstile are also true in I. 

VI: If  Z k  XI then ZF XVY, and i f  Zk Y, then Zk XVY. 
S b a l l s e n t e n = e s i n z a r e t r u e i n I a n d z ~ ~ i s a s s u m e d , X i s t r u e  

in I. 1t follows that XVY is true in I by the truth table definition of 
'v'. I f  ZF Y is assmaed, Wi is 1ikewisetrueinI .  

VE: If  ZkXVY ard ZF -XI then Zk Y. If  Zk XVY and 2 k  -Y, then 
zk x. 

s i n m a l l s e n t e n = e s i n z a r e t r u e i n I a n d z ~ X V Y a n d z ~ - x a r e  
assumed, b o t h X V Y a m 3 - X a r e t r u e i n I . l h e n Y i s t r u e i n 1 ,  bythetruth 
table definition of 'v'. Sasdness of the seccPld half of the rule is the 
Sam?. 

<->I: If Z k X->Y and Z Y->XI then z k X<->Y. 
W e a r e g i v e n t h a t d L l ~ i n Z a r e h i n I a r d b a t h Z ~ X - > Y  

and zk Y->x, s q q O s 2  that X is true in I, Ihen, since x->Y is true in I, 
Y i s a l m t r u e i n I .  Ontheotherhard, m t h a t Y  i s t r u e i n I .  Ihen, 
since Y->x is true in I, x is also true in I. the truth table 

definition of '<->' tells us that X<->Y is true in I. 

-+Ply tells us that X->Y and Y->X are bath true in I. 

->E: I f  Zk X->Y and Zk XI then Zk Y. 
since all sentences in Z are t rue  in I and z+ x->Y and zk XI x->Y 

andYarebo th t rue in1 .  lhenthetruthtabledefinitionof'->'tellsus 
t h a t Y i s t r u e i n I a l S 0 .  

-E: I f  zk -XI then Zk X. 
S i n c e a l l s e n t e n c e s i n Z a r e t w i n I a n d z ~ - x !  - X i s t r u e i n I .  

?he truth table definition of '-' then tells us that X ~s true in I. 

Treatment of ->I and -I require a.sanewhat diffenerrt s t r a t e s y , s h  
these rules call for aFpeal to sUb4erlvat ia .  'Ibis matter is 
mre fully in Volume 11, Section U-2. mt briefly: 

->I: If  Z , X ~  Y, then zk X->Y. 
W e  have to shw that i f  Z , X ~  Y, then Zk X->Y. Tmt I, w i t h  a l l  

sentences inZt rue in1 ,  begiven. Wehavetoarrsidertwocases. -1: 
X is false in I. Then X->Y is true in I, since a ccnditicnal w i t h  a false 
anbcemt iB always true. Qse 2: X is true in I. since we are z d g  
t ha t a l l s e r r t en rms inZa re t rue in1 ,  whavethatallsentenmsinZ,Xare 
true in I. Sime we are a s s d q  that  Z , X k  Y, w then have that Y is tsue 
i n I .  S b X a n d Y a r e h a t h t r u e i n I ,  X->Y i s t n z e i n 1 .  

-I: If  Z,X+ Y&-Y, then zk X. 
L f 2 t ' ~ ~ t h a t a l l ~ i n Z a r e t r u e i n I a n d t h a t  

Z , X k  Y&-Y. mt Y&-Y can't be true in I, as it waild have to be i f  all 
SerrtenCesinZaretrueinI,  X w e r e t r u e i n I a n d Z , X k Y & - Y .  S i n c e w a r e  
assl+q that Z , X ~  Y&-Y ard a l l  sxhmes in Z are tw in I, X rmst mt be 
true m I, and so is false in I. That is, - X i s  true in I. 

10-5. a)Notsaurl .  Ie tZbethese t ( -A,B) .  'Ihenwehave-A,B+A->B 
and -A,Bk B M W - A , B ~  A. 

b) Sourrd. Suppose that both Z k X<->Y and Zk -X. Now suppose that 
all sentences in z are true in I. menX<->Y ard -x are true in I, and the 
truth table definition of '<->' tells us that -Y is true in I also. So 

z+ -Y 
C) Sand. Suppose we have Zk [(u)P(u) v (u)Q(u)l and an 

interpretation, I, in which a l l  the sentences in Z are true. 'Ihen(u)P(u) v 
(u)Q(u) is true in I, so that one of the dijumts is true in I. Tmt us 
suppce that it is (u)P(u) which is true in I. lhen a l l  the substitution 
-, P(s), of (u)P(u) are true in I. mt then so are all substiMion 
in-1 P(s) v Q(s) 1 of (u) [P(u) v Q(u) I true in 11  m *t(u) [P(u) v 
Q(u)l is true in I. The argument is the saw i f  the other disjunct, (u)Q(u), 
i s t r u e i n I .  

d) Not SaRd. M Z be the set (Pa,-Eb). 'Ihen Pa,-Ebk (Ex)PxM 
W Pa,-Ebk Eb 

e) Not SaRd. M Z be the set (Pa,-&,+a,Qb). llm 
Pa,-*,+a,gbk [Cm)Px & (Ex)BrI Pa,-~,*,Qb+ (WC- -1. 

10-6. ?he truth table method for detemhhg the validity of logic 
arguments wnrks by writing daJn a truth table for al l  the smbxces involved 

is true in 1. -a of the truth table definition of '<->' and then s k l y  inspecting the lines of the truth table to see whether in all 

I 172 173 



l i n e s i n ~ & t h e ~ a r e a l l t r u e ' t h e d ~ i o n i s a l s a t r u e .  Given 
a f ini te  llrmber of sentemes whicfi use a finite rrndmr of senterroe letters, 
aKfi a truth table can always be -. Sinoe tkre a m  cnly finitely 
many lines to inspect, the pmcdum will give a definite answer after sane 
finite - of steps. 

10-7. We med no subscripts on the double -e. Ihe double b m e t i l e  
~ t h a t a r r y ~ t t c n ~ m a k e s a l l ~ t o ~ l e f t ~ f t h e  
ckubleturrstiletruealsomakesthesentemetotheri~true. Bttthere 
is cmly ane definition of truth in an interpretation. -y there is 
aiiyanewaytourderstanlthedoubleturrrstile. 

1 H .  A a n r m e t h a t ~ t Z a r d ~ * s X .  Yk~mearrsthatthereisapmof of Z 
usingpredsesinY. BttY*sXjustnwnsthatanysentenceinYisa 
sentence in X. Hence a proof of Z using prdsea in Y is also a pmof of Z 
us@ pndses in X. So there is a pmof of Z using sentenms in X, that is 
xk 2. 

1 0 - 9 . A s s u m e t h a t Y ~ Z a r d Y * s X .  AssmaethatIisaninterpretationin 
whichall--ofxaretrue. W e h a v e t o s h a r t h a t Z i s t r u e i n I .  
Y*& just means that any sentence in Y is a smtence in X, so a l l  the 
SenteneeainYare t rue inI .  S i n o a e a r e a s s d n g ~ ~ z ,  i t f ~ l l c w s t h a t  
Z i s t n l e i n I .  

10-10. t X mearrs that there is a proof of X using no prpmises. X 
m e a r r s t h a t X i s t n l e i n a l l i n t e r p r e t a t i o n s .  

10-11. We need to that (EI)W(I,X) i f f  W T  X A&-A. I w i l l  do this by L shaving that -(EI)w(I,x) i f f  XP *A. m e  key that no I makes &A 
true. H c r u ~ a a i l d e v e r y I ~ c f i m a k e s a l l t h e s e n t P n z s i n X t r u e m a l a e  
&Atme? Q l l y b y ~ b e i r g m I ~ c f i ~ a l l t h e s e n t e n c e s i n X t r u e ,  
that is, -(EI)W(I,X). Ootlversely, i f  -(EI)W(I,X), then sinoa there 
a r e m I ~ s ~ d I m a k e a l l t h e ~ i n X t r u e ,  i t i s v a a x u s l y t r u e t h a t  
any arfi I * A6-A true. ('Ihe last step on be anfus@. m pint is 
that i f  every substitution irstance of 'Px' is false, then ' (x) (Px-> Qx) ' is 
autcmatidly true, siKm a l l  substiMion instances of '(x) (Px-*) ' are 
wm3iticndls true because of having a f a l e  antecedent.) 

10-12. The danrrstration of the equivalence of D6 ard M' suffices to shaJ 
that rn ard m1 are likewise equivalent i f  mte that the rule-E tells us 
that -(EI)Mod(I,X) ard (I)-Mod(I,X) are equivalent. 

10-U. As defined in D6, D6', D7 ard rnt msiskq ard incansisknq all 
cnrrernwhictssenteKzsaretrueorfailtobetrueinsapeoral1 
-tias. Truth in hkqmix~ t ions  is a sewantic fact. So these 
definitians all characterize semantic noti- of cansistency ard 
incmsistency. 

' Ibsaythatasetof-,X, i s s e a p l r r t i c a l l y ~ i s t e n t i s t o  
~ythatthereismIinuhidIallthesentencesinXaretrue.Aparalle1 
n o t i a n ~ f s y n t a c t i ~ c a n s ~ ~ ~ ~ w i l l ~ ~ ~ ~ ~ r n w h a t i s o r i s  

provable. We can prove that x is samntically inxmSistent,by prcrvidig 
a derivaticn us* p m n h s  taken ficm X ard deriving a cmbzd~ction. So 

the sensible syntactic axrnterpart of samntic incansistency is pmvability 
of a amtradictian: 
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DERIVED SENTENCE LOGIC RULES FOR NATURAL DEDUCTION 

Argument by Cases Biconditional Biconditional 
Introduction Elimination 

. - 
XvY 

l! 
E 

PRIMITIVE SENTENCE LOG~C RULES FOR NATURAL DEDUCTION' 
Conjunction Conjunction 
Introduction Elimination 

Disjunction 
Introduction 

Disjunction 
Elimination 

Disjunction Elimination Reductio Ad Absurdum 

@ vE 

Weakening 

Conditional 
Introduction 

Conditional 
Elimination 

Denying the Consequent 

@ Dc 

Contradiction 

pl 
@ CD 

Biconditional 
Introduction 

Biconditional 
Elimination 

Negation Negation 
Introduction Elimination 

Negation Introduction 

De Morgan's Rules 

-(XvY) and -X&-Y are mutually derivable (DM) 
- -(X&Y) and -XV-Y are mutually derivable (DM) 

Reiteration: I f  a sentence occurs, either as a premise or as a conclusion in a 
derivation, that sentence may be copied (reiterated) in any of that derivation's 
LOWER subderivations, or lower down in the same derivation. 

* 

Contraposition 

X>Y and -Y>-X are mutually derivable (CP) 
-X>Y and -Y>X are mutually derivable (CP) 

X>-Y and Y>-X are mutually derivable (CP) 

Conditional Rules 

X>Y and -XVY are mutually derivable (C) 
-(X>Y) and X&-Y are mutually derivable (C) 



PRIMITIVE PREDICATE LOGIC RULES FOR NATURAL DEDUCTION 

U n i v d  
Introduction 

Universal 
Elimination 

1-1 where 8 occurs arbitrarily and 
(VU)(. . .u. . .) is the universal 

VI generalization of (. . A. . .) 

Existential 
Introduction 

Existential 
Elimination 

DERIVED RULES FOR NEGATED QUANTIFIERS 

Where (3u)(. . .u; . .) is an 
existential generalization 
of (. . .a. . .) 

Rule & 

(3u)(. . .u, . .) 

3 E  

Rule V 

pxz-l 

Where (. . .a. . .) is a 
substitution instance of 
(3u)(. . .u. . .) and a is 
isolated in the 
subderivation 

SENTENCE LOGIC TRUTH TREE RULES 

Rule -& Rule v Rule - v 

Rule - 3 Rule = Rule -= 

p - 1  -1 

00 Y 

Rule -- 

PREDICATE LOGIC TRUTH TREE RULES 

Rule 3 Rule - V Rule - 3 

(with21 names, s a NEW NAME 
s, on the branch) 

NATURAL DEDUCTION RULES FOR IDENTITY AND FUNCTION 
SYMBOLS - - -- 

Function symbols: 
Treat all constant 
terms alike in 

@ E a p p l ~ h 3  * and 
3 I. ADD~V V I and 
3 E o x y  io names. 

TRUTH TREE RULES FOR IDENTITY AND FUNCTION SYMBOIS 

Rule #: Close any branch on which s # s appears. 

Rule = : When s = t appears on 'a branch, substitute s and t for each other 
wherever possible, without checking the resulting lines. 

For function symbols: Instantiate all universally quantified sentences with all con- 
stant terms on the branch. In existentially quantified sentences use only one NEW 
NAME; 



Corrections to A Modern Formal Logic Primer 

Here is a list of corrections to the regrettably many printing errors in A Modern Formal 
Logic Primer and the answer manual, and correction to the one substantive error 
which have so far come to my attention. Where not otherwise indicated, the changes 
are indicated by underlining. 'I*' (Ill*') means line (lines) counted up from page bottom. 
These notes use notion similar to that found in the answer manual: '-9 for the 
conditional, '<->I for the biconditional, (u) for universal quantifier, and (Eu) for existential 
quantifier. 

Volume I 

p. 50, on the left of the truth take, there should be single quotes around the hourseshoe 

p. 54, 1. 9, substitute 'conditionals' for 'conditions.' 

p. 54, Truth table definition of the biconditional, at page bottom: The annotation at the 
left of the truth table should have a triple bar, in single quotes. 

p. 92, 1. 24: ses the conclusion T->lJ as a conclusion of 1, by ->I ; and ->I, similarly 

p. 103, I* 12: (Traditionally called "Modus Tollens") 

p. 11 1, Problem 7-7-d: Delete last square parenthesis. 

p i  44, Problem 9-6 should refer to problem 9-5 insead of 9-4. 

Inside back cover: Insert circles around conclusions in rules - , - , and =I. 

Answer Manual 

p. 2, Problem 1 -4-d: Last line of the truth table should be f f 1 f f f 

p. 4, Problem 2-2-t: (Av_.-A)&[C&(DvE)] 

p. 8, 11" 6 [Third line of problem 3-6-g1:Annotation should read: D, SLE 

p. 14, third line of problem 4-6-c: Annotation should read: C, SLE 

p. 49, 8-4-c, line 4: annotation should read '>I, not '->I (rule for conditional, not negated 
conditional). 

p. 51, 8-4-h, lines 5 and 6: In both lines the annotation should read '>I ,  not '->I (rule for 
conditional, not negated conditional). 

p. 51, 8-44: There is a second counterexample, M&N. 

p.62, 9-2-t: Insert line numbers for lines 19 and 18. Also add '&-A1 to the statement of 
the counterexample. 



p. 70, 9-6-d: There is a second counterexample, -P&F. 

Volume II 

There is an important substantive error on pp. 153 and 154, in the rewrite rule for the 
(The u) operator. (la) on p. 153 should read: (Ex!)Lxe & (x)(Lxe -> Bx). The rewrite 
rule, p. 154, II* 11 -1 3, should read: 

Rule for rewriting Definite Descriptions Using '(The u)': Q[The u)P(u)] is 
shorthand for (Eu!)P(u) '& (u)[P(u) -> Q(u)], where P(u) and Q(u) are open 
formulas with u the only free variable. 

Then on page 155 the corresponding corrections need to be made in (2a): "...rewritten 
as (Ex!)Lex & (Ax)(Lxe -> -Bx)" and in (2b): "...rewritten as -[(Ex!)Lxe & (Ax)(Lxe -> 
Bx)] ." 

This formulation eliminates cases in which, for example there are two Ps and two Qs, 
but only one thing which is both P and Q. We require that there be exactly one P, and 
any P be a Q, so that if there is one P, it is Q also. 

p. 16, 1. 19: fies a list of objects of which the predicate is true. If the predicate is a two 

p. 22, problem 2-2-e: (_x)(Bx v Lax) 

p. 1 8, problem 2-1 -f: (x)(Kx & Raxj -> (Ex)(Mx v Rcx) 

p. 44, 1. 13 ( line 8 of informal proof): Change annotation to read '-Asf 

p. 47,1*10: miles an hour it is easy to hear 'Acar can go very fast.' as meaning that 

p. 51, 1. *1 Change last 'x' to Is'. 

p. 54, 1*4: (1 8d) (x)[(Bx & Lxe) -> -Ex & Cx)]. 

p. 59, problem 4-8,Il: If anyone has a son, that person loves Eve. 

p. 75, 1 -2. a) should be 'Cc', not 'Ca' 

p. 81. I* 12: the same subderivation using the name 'b' instead of 'a', using ->lto write 

p. 82, Second line of 4-2: rule should have 'S 
' su bscripbed" '-(Eu)~' 

p. 84, 11. 13, 17, I* 13, 10, p. 85, 1. 1 : the 'R's should all be followed by an open variable, 
'XI. 

p. 85, In box, eliminate the first horizonal line. 

p. 86, missing '[' in n: "(x)(y)I ...", and a missing ' ( I  in r: "(x)(y) L(..." 
p. 89, problem 5-7-1: Second premise starts with a universal, not an existential 
quantifier. 



p. 95, 1.3: arguments: 

p., 96, problem 6-1-q: The conclusion should read: '(x)Px v (x)Q&. 

p. 102, 1. 17: Eliminate "and 6-8". 

p. 1 18, , exercise 7-3e: In conclusion, 'El should be reversed. 

p. 97, I* 8: will also use a trivial reformulation of the rules -I and RD expressed in 

p. 125, I* 10: contradiction so that X and Y are logically equivalent. If there is an open 

p. 1 35, problem 8-5-f: (x)[(y)Txy & (Ey)-Tyx] 

p. 139, 1*11: With this notation we can give the -! rule: 

[Note: Throughout I have used the notation, '(Ex!), etc, putting the exclamation mark 
AFTER the variable or metavariable. Traditional useage actually puts it after the sign 
of existential quantification, (E!x)' etc. 

p. 139, I* 9. sign for universal quantification missing in ....@ v)P(v) ... 

p. 141, 1. 6: (Add to transcription guide) Lxv: x loves y 

p. 144, (Line 6 of the derivation): 4 _=b --> (Fa -> F6 ) 

p. 145, 1. 15 'R' should be bold faced in '(Ax)R(x,x)' 

p.146, Problem 9-5-d: Pa <-> (x)(x=a -> P_x) 

p. 152, I* 3 (Conclusion of problem d): (Ex)(Ey)(flx) # y) [Insert parenthese around x] 

p. 154, 1. 17: In both occurrences, the Greek letter iota should be printed upside down. 

p. 148, 1*5: for writing in one, two, or more arguments (with the arauments separated by 
commas when there are more than one). 

p. 167, 1*16: D6': The set Z of sentences is Consistent iff Z A&-A. 

p. 252 (Page facing inside back cover): Should be the same as corresponding page in 
volume I. 

Inside back cover: Insert circles around conclusions in rules - , - , and =I. 

Answer Manual 

p. 4, Problem 2-44: (R&B)&-H (R: Roses are red. B: violets are blue. H: 
Transcribing this jingle is hard to do.) [The answer orginally given did not make the 
negation explicit, and so was not as detailed a transcription as we can give.] 



p. 76, probelm 2-24: First substitution instance is true, not false. 

p. 77, problem 2-34: True, not false 

78, problem 2-6-e: D = &); -Be & LB. 

p. 82, In problem 4-1 and 4-2 'S' has to be read as a subscript when immediately 
following a quantifier (No subscript was available on the program that prepared the 
answer manual!) Also in problem 4-2, line 6 add 'DN' to the anotation. And in line 7 the 
annotation should read -(Eu) 

p. 83,ll. 2-3: Excercises g) and h) have been reversed. 

p. 83, problem 4-3-n: Remove an extra left parenthesis: (x)[Px -> (Ey)(Py & Lxy)]. 

p. 83, Problem 4-4-j: @(Cx -> -Dx) 

p. 83, problem 4-4-y: Insert a left parenthesis: (x)UPx &.... 

p. 83, problem 4-4-aa: Insert a left parenthesis: -(x)[/Px &.... 

p. 84, Problem 4-7-g: All dogs love all cats. 

p. 84, Problem 4-7-h: All dogs love all cats. 

p. 85, problem 4-8-hh: (Ex)(Px & Lxx &Lex) 

p. 88, problem 5-2-d: Throughout 'Tx' should read Txd' and IT$' should read ~ $ d '  . 

p. 103, problem 6-1 -q: Line 14 should read: Pa v . Line I 5  should read: QB . (Put 
hats on 'b') 

p. 110, problem 6-6-c: 1. 4: 5-7. b) and u). 

p. 124, problem 7-3-g: The counterexample is Ha & G b  & -Ga & -Hb 

p. 135, problem 8-14: The counterexamples should read: Na & Ma; Ma: -Na 

p. 136, problem 8-1-k, first part: There are three more counterexamples, -Ga; Sa, Ka 

p. 152, problem 9-1 -c: (Ex)(Ey)(Ez)(Cx & Cy & Cz & x#y & y#z & x#z) 

p. 152, problem 9-1-e: (x)(y)(z)(w)[(C_x & ..... 

p. 152, problem 9-2-h: Pa & -Sae & (x)[Px & x#a & ~ e )  -> Sxe] 

p. 1 52, problem 9-2-j: (x){Px -> (Ey)(E_z)[Myx & ... 

p. 165,problem 9-1 1 h. Line 3 should read: ( ~ ) ( ~ ( b  ,+a) 

p. 170, problem 9-1 2-c: (Ex)[Fxc & (y)(Fyc -> y =x) & a=x] (delete '& (y)(Fycl) 


