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S, Tﬁchﬁi{:ail}.r, functions are sets of a certain kind. W
titis chapter with a very informal introduction to ser th
ccan be found in the textbook by Parees et alf and .

¥ou aré already familiar with i, you can skip this
the next chaprer,

torial on sets and functions

-
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and formal semanticists now o

ight, functions play a crucialrole in a theaty of sernanti
5 @ mathematical term,
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exactly the wa:.:t in which it is understood in modern mathematics.” Since functions
are sets, we will begin with the most tmportant definitions and ootational
convennons oil set theory.

1
1.3.1 Sets |
A set is a colldction of objects which are called the “members™ or “elements™
of that set. The symbol for the element refation is “e”. “x & A™ reads “x is an
element of A™. Sets may have any number of elements, finite or infinite. A
special case is :b:he empty set {symbol @7}, which is the {unigue) ser with zero
elements. 5

Two sets are| equal ifF¥ they have exacely the same members. Sets that are not
equal may have some overlap in their membership, or they may be disjoine thave
no members if common). If all the members of one set are also members of
another, the former is a swhset of the lateer. The subset relation is symbolized
by “c ”. "A g B” reads “A 1s a subset of B,

There are a few standard operations by which new sets may be constructed
from given onds. Let A and B be two arbitrary sets. Then the fntersection of A
and B {in symblols: A ~ B} is that set which has as elements exactly the members
that A and B share with each other. The wrmion of A and B [in symbols: 4 O B
is the set which containg all the members of A and all the members of B and
nothing else. Hhe complement of A in B (in symbols: B - A) is the ser which
contains precisely those members of B whuch are not in A,

Specifc sets may be defined in various ways. A simple possibikity is to define
a set by fsting its mewnbers, as in (1)

(1) Let A be that set whose elerments are a, b, and ¢, and nothing else.
A more concist rendition of (1) is {1}

{1y A:=1a, b, c}.

Another optiod is 1o define a set by abstraction. This means that one specifies

a conditioss which is to be satisfed by all and only the elements of the set to
be defined. '

L PR LU AR LR R L

12'), of course, defines the same ser as {2 it just uses a more convolute
fegmmulation. There is alse a symbolic rendition:

£102-81-d4S

(2" A ={x:xlisa cat]
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Bead “{x: x is a cat]” as “the set of all x such that x is a cat™. The letter "x
here isn’t meant to stand for some particular object. Rather, it funtcrions as
~kind of place-holder or wariable. To determine the membership of the ser |
Hefined in (27}, one has to plug in the names of different objects for the *x
the condition “x is a cat”. For instance, if you want 1o know whethe
mifiste € A, you muse consider the statement “Kaline is a cat™. If this statemer
t. then Kaline € A; if it is false, then Kaline & A ("% £ A” means thar
an clement of A).

Questions and answers about the abstraction
srotation for sefs

the “x™ in “{x : x is a positive integer less than 717 is just 2 place-halde
e we need it at all? Why don’t we just pura blank asin *!_: _isa postiy
bess than 7}"2

: That may work in simple cases like this one, bur it would lead o a lo
ﬁ;mfusiun and ambiguity in more complicated cases. For example, whicl
Id be meant by “f_:{_ : _lkes | = @™ Would it be, For instance
of objects which don’t like anything, or the ser of objects which noth
# We cerrainly need to distinguish these two possibilities {and alsc
ignish them frem a aumber of addidonal ones). If we mean the firs
write “{x : [y = x likes ¥] = @}, If we mean the second set, we Writ:

¥ likes x} = &9",

,',did Fou just write “x : [y : y likes x] = @]” rather than B R

i nThc second formulation wonld be just as good as the first, anc
exactly the same set. It doesw’t matter which letters you choose; i
s i whith places you use the same letter, and in which places you
HE DRes.

@0 1 have to write something to the left of the colon? lsn't the oy
‘on the right side all we need to specify the sec? For example, instead
S A positive integer less than 7}”, wouldn’t it be good enough to write T
% 4 positive integer less than 7172

(2] Ler A bcirhc set of all cats.

{2 Let A he;;rhat set which coznrains exactly those x such that x is a cat.



A3J: You might i:c able to get away with it in the simplest cases, but not in more
complicated onks. For example, whar we said in A1l and A2 imphes that the
following two are different sets:

Jx < ty = x likes y) = @)
v @ Ix ¢ x likes v} = &

Therefore, if we Just wrote “{ix likes ¥] = €9, it would be ambiguous. A mere
statement enclosed in ser braces doesnt mean anything at all, and we will never

use the notaticd in this way.
Q4: What doesiit mean if I write *{California : California is a western stare]™?

A4: Nothing, itdoesn’t make any sense. If you want 1o give a list specification
of the set whosd only clement is California, write *{Californjal™. If you want to
give a specification by abstraction of the set that conezins all the wesrern stares
and nothing elsé but those, the way ro write it is “[x : x is a western state]”.
The problem with what you wrote is that you were using the name of a particular
individual in a #Eau:f: where only place-holders make sense, The position 1o the
left of the colonjin a ser-specification must always be occupied by a place-holdes,
never by a name.

Q5: How do I [know whether something is a name or a place-holder? [ am
Familiar with “California” as a name, and you have told me that “x™ and “v>
are p[aoe—ho!éer{a. But how can [ tell rthe difference in other cases? For example,
i T see the Ierre:} “a” or “d” or "s”, how do 1 know if it's a name or a place-
holder? !

AS: There is no|general answer 1o this question. Yoo have to derermine from
case to case how| a Jetter or other expression is nsed. Sometimes vou will be told
in so rmany words that the lerrers "b”, “¢”, “t”, and “u” are made-up names
for certain indiviiduais. Orher times, you have to guess from the context. One
very reliable clug is whether the letter shows up to the left of the colon in a set-
specification, If It does, it had better be meant as a place-holder rather than a
name; otherwise|it doesn’t make any sense. Even though there is no general way
of telling names; apart from place-holders, we will try 1o minimize sources of
confusion and stick to certain notational conventions [at feast most of the time).
We will normally use letters from the end of the alphabet as place-holders, and
letiers from the beginning of the alphabert as names. Also we will never employ
words that are aktually used as names in English (like “California” or “John™)
as place—ho}ders.! {Of course, we could so use them if we wantzd to, and then

g81-d4=
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we could also wrire things fike “fCalifornia : California is a western state]” &2

and it wounld be juse ancther way of describing the set [x : x is a western statej o3
We could, but we Won't.}

[y

Q6: In all the exampies we have had so far, the place-holder to the lefr of rhug
colon had at least one occurrence in the condition on the right. Is this necessar
for the gotation o be used properly? Can I describe a set by means of
condition in which the letter to the lefr of the colon doesiw’t show up ar all;
What abowur “{x : California 5 a4 Wesiern state}™?

A6: This s a strange way to describe a set, but it does pick one out. Which one:
Well, ler's see whethes, for instance, Massachusetts quabifies for mernbership in
it. To determine this, we take the condition “California is a western state” and
plug in “Massachuserss” for all she "x™s in it. Buc there are no “x™s, so the
result of this “plug-in" operation is simply “California is a western state” again,
Now this happens to be true, so Massachuseres has passed the test of membership.
That was trivial, of course, and it is evident now that atty orher object will
gualify as a member just as easily. 5o [x : California is a western state] is the
set containing everyching there iz, {OF coucse, if that’s the set we mean to refer
to, there is no imaginable good reason why we'd choose this of ali descriptions. |
If you think abour it, there are only rwo sets thar can be described ar z|) by
means of conditions that don’t contain the leeter 1o the left of the cofon. One,
as we pust saw, is the ser of everything; the other is the empty set. The reason
for this is that when a condition doesn’t comain any “x” in i, then it wii] either
be frue regardless of what value we assign to “x7, or it will be false regardless
of what value we assign 1o “x™,

Q7: When a set is given with 2 complicated specification, 1 am not always sure
how o figure our which individuals are in it and which ones aren’t. §{ know how
to do it in stinpler cases, For example, when the set is specified as “fx ; x + 2
=x*1", and | want to know whether, say, the number 29 is in it, I know what I
have to do: I have 1o replace all occurrences of “x™ in the condition thar follows
the eolon by occurrences of *29”, and then decide whether the resulting staterent
a_br_-ut 29 is true or false. In this case, I get the statement “29% + 2 = 2927, 4nd
since this iy false, 29 is nor in the set. But there are cases where it'’s not so
easy. For example, suppose a ser is specified as “[x 1 x & [x : x # 0}, and
I want to figure out whether 29 is in this one, So I wry replacing “x” with
“29” on the right side of the colon. Whar [getis “2%9 & (29 : 29 = 0)”. Bur [
don’t uanderstand this. We just learned that names can’t occur to the left of the
color; only place-holders make sense there, This looks just fike the example
*[California : California is a western statc}” that I brought up in 25 S0 lam
stuck. Where did i go wrong?

S00°d



AT You went Ewrong when you replaced ail the wx» “29* and therehy went

from “ix:xefx:x= Ol to 29 & j29 . 29 # 0]”. The former makes sense,

the farrer dne%n’r {as y¥ou just noreg yourselfy;, so this cannot have been an
equivalent eefdrmularion.

wrong with it !

A3: Here fs «:m%c way to see that the original descriprion was coherent, and
this will aiso shbw you how to answer ¥our original question: namely, whether
9eix:nelkne 01} Eirse, |ook anly at the most embedded set descrip-
tion, namely “fk : x = ™. This tansparently describes the ser of af] objects
distinct from . [We can refer 1o this set in various other ways: for instance, in
the way I just dii:d fas “the ser of al) ohiects distinct from 9™}, or by a new name
that we especiallly define for i, 52y a5 "S =[x x = 0], or by “ty : y = 03
Given that the st {x : x # 0} can be referred to in all these diffesent ways, we
can also express i’he condition “x e {x; x » Q1" in many different, bur equivalent,
forms - for exaq;:pie, these three:

|
“x € the zet of 411 objects distincr from §°
“x & 5 {where 5lis as defined above)™
e lyv 20

Each of these is Ifu]ﬁl!ed by exactly the same values for “x" as the original
condition “x ¢ §d ;¥ » 01", This, in turn, means that each can be substitueed

for “x e [x:x % B in “Ix:xe fx; x» 0§}, withouor changing the ser thar
is thereby defined| So we have:

fx : X e {x:x=0f
= {x: x ¢ the set of al] abjects distiner from 0}
= {x:x € 8§ fwhere § is as defined above
= [x:xe[y:y#ﬂ”.

Mow if we wanr ¢ datermine whether 29 15 a member of xixex:x=0),
we can do this by Lising any of the alternative descriptions of chis ser. Suppose
we take the third ohe above, S50 we ask whether 29 € lx: x5 5. We know that
iris #f 29 e S. By the definition of S, the latrer hoids iff 29 & {x : x = (), And
this in tarn is the gase iff 29 & 1, Now we have arrived at an obviously trye
Statement, and we lcan work gur way back and conclude, first, thar 29 . 5,
second, that 29 < e 0 x € 5%, and third, that 29 < xixefx:xx Ok,

P

I

i

TTAEES MUTECA R LRI E W HE S EE

Q% | see for this particajar case now that i was a mistake 1o replace ,
occurrences of “x™ in the condition “x [z 0P by “20" Bur I am st
wot confident that ¥ wonldnt make a simnlar mistake in another case. Is the =
a general rule or fool-proof strategy that I can follow so thar Pl be syre to avo -

o £
such dlegal substirutions? &0

£102-81-d4S

A9 A very good policy s to write {or rewrite) your conditions in sich
way that rhere is no temptation for iflegal substitutions in the first place. Th
means that you should never rense the same letrer unless this is strictly nece
saty In order w express whar you want to say. Otherwise, use new Jerre,
wherever possible. if you follow this StAlegy, You won't ever write somethin
like {x:xex:x200" 1o begin with, and if you happen to read ir, ¥ou wi
quickiy rewrite it before doing anything else with ir, What you would writ
instead would be something like “fx:xely:y = 0], This (a5 we already nored
describes exactly the same set, but uses distiner letters “x™ and "y” instead o
oniy “x”s. It stll uses cach lerer twice, but this, of COUCse, i5 crucial to wha
i 15 meant to express. If we insisted on replacing the second “x* by a “z”, fo
instance, we would wind up with one of those strange descriptions in which th,
"x” doesn’t ocoor o the right of the colon at all, thar s Mxize{y.yz ane
As we saw eahier, sets described in this way comain either everyrhing or nothing
Besides, what is “z” supposed to stand for? br doesnt seem to be a place-holder
because it's not intreduced anywhere to the left of a colon, So it cught 10 be a
name, But whatever it is 3 name of, that thing was not referred 1o anywhere in
the condition that we had before changing “x" 1o “z”, so we have clearly
altered its meaning,

Exercise

The same set can be described in marny different ways, often quite different
superficially. Here you are supposed to figure out which of the following
2qualiffes hold and which ones don'l. Sometimes the right answer is not just
Plain "yes” or “no”, but something like "yes, but only if ...". For example, the
two sets in (i) are equal only in the special case where a="h._ In case of doubt,
the best way to check whether two seis are equal is to corsider an arbitrary
neividual, say John, and to ask it John could be in one of the sets without
being in the other as well.

{i} fa} = {b}

) {x:x=a}={a

9004



10 | Truth-conditional Semantics
|
{fiiy {x:xds green} = [y 1y is green)
v {x: x lkes a} = §y ; ¥ likes b}
¥ [x:x % Al = A
Wi} fx:ixely:yeBl=R
fofi) {x: fy iy fikes x} = @} = [ : {x : x fikes x =

1.3.3 quicﬂ'ﬂns

I we have r-i.-.ro objects x and ¥ [nor necessarily distinct}, we can construer
from them the ordered pair <x, F2- <X, y> must not be confused with [x, ¥l
Since scts wiﬂ!'z the same members are identical, we always have |x, ¥l = [w xl.
Bur in an {Jrq'ered paiz, the order matters: except in the special case of x = vy,
<X, ¥> # <y, k>

A (2-place) | refation is a ser of ordered paies. Functions are a specia) kingd
of relarion. Rbughly speaking, in 2 funcson (as opposed 1o a non-functional
relation), the econd member of cach pair is uniquely determined by the first.
Here is the ddfinition:

{3} A relatiod { is a function iH it satisfies the following condition:

For anv #%: i there age ¥ and z such thar <x, ¥> e fand <x, 7> € £, then
i
y=z |

Each function ]:'tas 2 domain and 2 range, which are the sets defined as follows:

4} Let f be a funcrion.
Then the gomasn of £i5 (x: there is 2 v such that <X, y> € f}, and the range
of fis [x:jthere is a ¥ such thar <y, x> & fl,

When 4 is rhejl domain and B the range of f, we also say that f is from A
and omto B, If|C is a superset™ of Fs range, we say thar f js fmto {or 1o) C,
For “f is from A (inpto B", we write “f . 4 5 B,

The uniquengss condition built into the definition of functionheod ensures
that whenever il' is a functon and x an element of its domain, the following
definition makes sense:

{3)  fix) = the iunique ¥ such thar <x, y> e f.

I
For “fx)™, rcad! “f applied to x™ or “f of x™, f{x} is also cailed the *valye of
f for the argremept 17, and we say that f maps x to y. “Hx) = ¥”* {provided that
i w&lﬁdaﬁn&i at all} means the same thing as <x, ¥> € " and is normalky
the preferred nofation.. :

Trnth-conditional Sermantics

S?OZ—BI—dHS

Funictions, like sets, can be defined in various ways, and the most straigh
forward one is again to simply fis? the function’s elements. Since functions aty
sets of ordered pairs, this can be done with the notational devices we har 65
already introduced, as in {6), or else in the form of o table like the one in (7
or in words such as ().

{8} F = {<a, b>, <, b>, «d, &3]

a—b
{7}y Fe=lcob

d—e

{8} Let F be thar function f with domaia [a, c, d] such thar f{a} = fic) = b am
fid) = e.

Each of these definutions determines the same function E The convention fo
reading rables like the cae in (7] is eransparent: the lefr column lists the doman
and the right column the range, and an arrow points from each argument to th
value it is mapped to.

Functions with large or mfinite domains are often defined by specifying :
condition that is to be mer by each argument-value pair Here is an example

9} Ler F,; be that funcrion £ such thar
E:IN — IN, and for every x € N, flx} = x + 1.
{¥ is the setr of all natural numbers.}

 The following is a slightly more concise format for this sort of definition:

10) Fie=f:IN =N
Forevery x e IN, fix] = x + 1.

ead {(T0) as: “F,; is to be that function f from [N mte [N such that, for every

xe N, fix} =%+ 1.” An even more concise notation (using the A-operator) will
Aie

¢ introduced at the end of the next chapter.

T A Tarski, "Der Walrheirsbegriff in den formalisierren Sprachen® (1935}, English
- transhation in A, Tarsk, Logic, Semantics, Metamathenatics (Oxford, Oxford
University Press, 1958}, pp. 152278, :

AQ00°d
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b. Davidson, Frguiries ingo Truth and futerpretation (Oxford, Clarendon Press,
1984}, p. 24,

P. Lewts, "General Semantics,” in T, Davidson and G. Hamman leds), Seruantics
¥ Matsral Langnapes (Drordrecht, Reidel, 1972, 169-218; K. Montague, Forsral
Rhilasopby {(New Haven, Yale University Press, 1974}, p. L Cresswell, Logics gng
hanguages {London, Methuen, 1973,

&, Frege, “Logische Untersachungen. Thrirrer Tedl: Gedankengefige, Beitrige g
Bhdosopirie des deutschen Ideaiisens, 3 (12238, pp. 35-51,

Fg-egf, “Functon and Concepr” t1891], trans. in pd. Black and p Ceach, Translations
fhoer the Phifosopiical Writings of Corelop frege (Onford, Basil Blackwell, 1950,
pp. 21-41, ar p. 31

By H. Partee, A, tor Meulen, and B. E. Wall, Mathemarcal Methods in Linguisiics
(Pordrechr, Kiluwer, 195,

This was not true of Frege, He distinguished Between the funciion iself and g
exrension {German: Wertverlauf), The latrer, howeever, i precisely what mathemmar
telans oday call 2 *functien *» and they have no use for another concept that weould
cortespond 1o Frege’s motion of a funcrion, Some of Frege’s commentators hayve
3c;tuaJIy questioned whether that notion was coherent. To him, though, the distine-
tign was very important, and he maintained thar while 2 funetion ¥s unsaturated, irs
ﬂ;[:nsmn is something samicared. So we are cleazly going against hig stated meen-
e

“Hip s the customary abbreviarion for "if and only i,

W wse the colon in front of the equality sign to indicame thar an equality holds by
definition. More specifically, we vuse it when we are defining the term o the [ok of
*=" I terms of the ane o the right. In such cases, we should always have
orebicusly wnused symbel on the lefr, and oaly familiar and previcusly defined
material oo the right. It pracrice, of course, we well reuse the same letrers over and
over, bur wherever a ferger appears 1o the left of *=", we thezeby cancel any
Mmedning thar we may have assigned i befoge,

It i3 posstble to define ardered Paigs in terms of sets, for instance as follows: <x, y»
=1{yx% [, ¥]). For mose applecations of che Torcepr (the ones in this book incladed],
however, rou don't need to know this defintion,

Theisupersee relation is the wmverse of the subser relation: A is g superser of B iff
Bc|Aa.

£102-81-d4S
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2.2 Bets and their characteristic functions’
i

We havk construed the denotations of Ineransit]
individohls 1o truth-values. Alernarive| ,
individuils. This is the standard choice for rhe extensions of 1-place predicates
w dogic. |The intuition here is thar each verb denotes the ser of those things thay
it is trueiof. For example: [sleeps] = fx & 7 : & sleeps] ® This type of denoraton

would refuire a different semantic rie for COMPosing subject and predicate, one
thar isn*tj simply funcrional application,
1

Exercise

Write the |[rule it wouid FeqUire,

Here we hbive chosen o take Frepe's Conjecture quite ltrerally, and have avgided
sets of ind:j\riduals as denotations for intransipive verbs, But for some Purposes,
sets are edsier o manipulace intuitively, and it is therefore useful 1o be able
to Pmm‘;] 0 mformal talk char mtransitive verbs denote sers. Fortu
make-beligve s harmfess, hecause there exists gz One-to-one oo
between 5:4;5 and certain functions, :

nately, this
trespondence

|
i} Let Albf: a set. Then char,, the characteristic function of A, s that Func-
ton fisuch that, for ay x e A, fix} = 1, and for any x £ A fix) = 0.

{2} Let f He a function wich range {1, 1. Then char,, the set characeerized by E,
is {x a D : fix) = 1L

Exploiting ghe voreespondence between sets apd their characteristic funcricas,
we will often switch back and forth berween function talk and ser ralic 1t the
discussion Ei«eiow, SOMCLIMes saying things thar are literally false, bur become
true when IJ+E references 1 sets age replaced by references ¢o their characteristic
functionsg f(;E vice versa).

Here is an illustration, Suppose cur universe consises of three individua]s,
D = {ann, fan, Maria). Suppose further that Ann and Jan are the ones wha
sleep, and Ann is che only one who snores. If we treat intransitive verbs a0
denoting sets, we may then assign the following denotations ro sleep and saore:

{3} Isleep) & {Ann, fan}.

4 fsmore] & fAnn).

BXecuting the Fregean Program 2

We can now write things like the following;

{5} Ann e [sleepll

(6§ [smore] < {sleep].

(7} Hsmore] m [sieep]| = 1.
18] (the cardinafity of A) is the number of elements n the set A,

{5} means that Ann is among the sieepers, {6) means rhat the snorers ape a
snbset of the sleepers, and (7} means that the wersection of the snorers and
e slecpers has exactly one element, Alf these are true, given {3} and (4). Now
- BIPPOSe We want to switch to a treatment under which intransitive verbs denote
- characteristic functions instead of the corresponding sets.
Aan —1
Jan —= 1
Maria — ¢ ]

(37 isteer]

Ann o 1
Jam — 0
| Mariz — 0

{4 fsnore] =

- H we want 1o make statermnents with the same import as (5)~{7) above, we can
1@ longer use the same formulations. For instance, the starement

\nn € [sleep]

Ewe read it liverally, is now false According to (37, [sleep] is a function.
hctions are sets of ordered pairs, in particular,

] = f<Ann, 1>, <Jan, 1>, <Maria, 0>}

&, who is not an ordered pair, is clearly not among the elements of this set.
CERvise,

Fsoore] < Fslecp]

% now false, because there is one element of [snoref, namely the pair <Jan, 0>,
Which is not an element of [sicep]. And
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126 Executing the Fregean Program

ilsnore]  Isleep]| = 1

{is false as well, becapse che intersection of the two funcrions described i (37)
iand {47} comrains not just one elemene, but two, namely <Ann, 1> and <Maria, 0>,

The upshor of all this is that, once we adopr {3°) and (47 instead of (3} and
{4}, we have to express ousselves differently if we want 1o make starements thar
i preserve the intuitive meaning of our original {3}—{7}. Here is whar we have to
write instead:

i(53 [sleep§iAnn) = 1

{6 For all x € D : if [snore]ix} = 1, then [sleeplix) = 1
; Or, equivaiently:
! [x : [smeref{x) = 1} < {x : [sleep](x} = 1]

i
[
H7 Iz Bsnorell{xy = 11 i fx : [sleepllix) = 11 =1
i

!As vou can see from rhis, using characteristic funcrions instead of sets makes
tcereain things a Hitle more cumbersome.
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