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6.1. The ldea

Axiomatic proofs are hard to construct, and often very lengthy. So in prac-
tice one does not actually construct such proofs; rather, one proves that there
is a proof, as originally defined. One way in which we make use of this tech-
nique is when we allow ourselves to use, in a proof, any theorem that has
been proved already. For officially this is short for writing out once more, as
part of the new proof, the whole of the original proof of that theorem.
Another way is when we are explicitly relying on the deduction theorem,
and so are actually concerned with a proof from assumptions, and not an
axiomatic proof as first defined. Proofs from assumptions are much easier to
find, and much shorter. A third way is when we introduce new symbols by
definition, for in practice one will go on at once to derive new rules for the
new symbols, and these will usually be rules for use in proofs from assump-
tions. So it comes about that, after a few initial moves, the development of
an axiomatic system will scarcely ever involve writing out real axiomatic
proofs, but will rely on a number of short cuts.

The main idea behind what is called ‘natural deduction’ is to abandon
the axiomatic starting-point altogether, and instead to begin with what I
have just been calling the ‘short cuts’ The most important point is that in
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NATURAL DEDUCTION 6.1. Theldea

natural deduction one takes the notion of a proof from assumptions as a
basic notion, and works simply with it. Such proofs are not thought of as
abbreviating some other and more basic kind of proofs, but are the primary
objects of study. So from the beginning our basic rules will be rules for use
in proofs from assumptions, and axioms (as traditionally understood) will
have no role to play. That is the most crucial feature of all systems of nat-
ural deduction. But there are several other features too that are nowadays
expected and desired.

First, the truth-functor — will no longer have any special prominence. In
axiomatic treatments it almost always does, both because the main rule of
inference, namely detachment, is a rule for —, and because there are only a
very few formulae that one might naturally think of adopting as axioms and
that do not have — (or <) as their main functor. (The only obvious excep-
tions are the laws of excluded middle and non-contradiction, i.e. = @v—¢
and = —(@A—9).) But we shall now have no axioms, and put no special
weight on detachment (or Modus Ponens). Instead, we shall have separate
rules for each truth-functor of the language to be employed, so that there
will not only be rules for —, but also for —,A,Vv, and any other functor that
is desired. To illustrate, a very natural principle for A is this: given both ¢ and
\ as premisses, one may infer gAY If we try to phrase this as an axiom, then
probably the simplest way is this:

o= (y—oay).

Here, of course, we use — as well as A, But evidently the principle can also be
formulated as a rule of inference which does not use —. As a rule for use in
axiomatic systems it would be

If ¢ and vy then - oAwy.

(In this form it is called ‘the rule of adjunction’) But for use in proofs from
assumptions we shall adopt the more general version

If TH¢@ and Ay then T,AF @Ay

Given the structural rules ASS and CUT in the background, it is easy to show
that this is actually equivalent to the simpler version

oY~ ony.

Let us come back to the task of giving a general characterization of what
is nowadays called ‘natural deduction’ I have said so far (1) that the basic
notion is that of a proof from assumptions, (2) that there will accordingly be
no axioms (as traditionally understood) but a number of rules of inference
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6.1. Theldea NATURAL DEDUCTION

for use in such proofs, and (3) that we shall expect to find, for each truth-
functor or quantifier in the language being considered, rules that specific-
ally concern it, and no other truth-functor or quantifier. Now (3) is more a
requirement of elegance than a condition on what can be counted as nat-
ural deduction, and certainly systems have been proposed which one would
wish to call systems of natural deduction even though they do not entirely
conform to it. The same applies to this further elaboration of (3): for each
truth-functor or quantifier concerned, there will be one or two rules that are
counted as its introduction rules, and one or two that are counted as its elim-
ination rules, and no other rules. Again, there are well-known systems which
do not entirely conform to this, but it is what one expects nowadays. We can
illustrate by continuing with our example of the functor A. This has just one
introduction rule, henceforward called (AI), namely the rule already stated

(AD @y ony.

It has a pair of elimination rules, each (for brevity) called (AE), namely

(AE) oAw ko, oAy .

And there are no other rules for A. Moreover, we may add here a fourth
requirement on systems of natural deduction, which is certainly a require-
ment of elegance and nothing more, for in fact I know of no system which
succeeds in conforming to it without exception. This is (4)(a) that the intro-
duction and elimination rules for any one sign be complete for that sign,
in the sense that all correct sequents involving only that sign be provable
from those rules alone; and (b) that combining the introduction and elim-
ination rules for any two or more signs yields a system complete for those
signs together, again in the sense that all correct sequents containing only
those signs be provable from those rules alone.

Finally, I add two more requirements, of which it is evident that there is
no fully objective way of telling whether they are satisfied or not. These are:
(5) that the rules for each sign be ‘natural’, in the sense that inferences drawn
in accordance with them strike us as ‘natural’ ways of arguing and inferring;
and (6) that so long as the sequent that we are trying to prove is ‘not too
complicated; there should be a proof of it which is ‘reasonably short’ and
uses only the rules initially adopted. As we observed earlier, in an axiomatic
system it is necessary in practice to proceed in a cumulative fashion: after
a brief initial development, one’s proofs seldom go back to the original ax-
ioms, but rely instead on other results that have been proved already. Con-
sequently, the tools that one has available for use in constructing proofs will
vary, depending on how far the development of the system has gone. But the
idea is that in natural deduction this should not be necessary, and every
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NATURAL DEDUCTION 6.2. Rules of ProofI: Truth-Functors

proof should rely just on the handful of rules first given as the rules of the
system, even in practice. In other words, the initial rules should themselves
be natural, and it should be natural to use them, and only them, in all one’s
deductions. That is primarily what we mean by ‘natural’ deduction.

As we shall see, there is some conflict between these requirements of nat-
uralness and the requirements of elegance noted earlier.

EXERCISE

6.1.1. Usingjustthe rules (Al) and (AE), and setting out proofs as in Chapter 5, give
proofs of

(a) PAQ —= QAP.

(b) PA(QAR) —I= (PAQ)AR.

(c) P == PAP.
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7.1. The ldea

Let us think, in a general way, about what happens in a natural deduction
proof. As a whole the proofis an array of formulae, which we say establishes
some sequent (namely the sequent which has on its left all the formulae
which are undischarged assumptions in the proof, and on its right the single
formula proved at the bottom of the proof). Moreover, the rules of inference
too are rules about sequents. A proof always starts with an assumption, say
¢, and if we add nothing more, then this itself counts as the proof of a
sequent, namely

o o.

So the rule which allows us to get started is a rule which tells us directly
that all sequents of this kind are correct. The other rules are all conditional,
for they tell us that if certain sequents are correct, then so also is a further
sequent, for example Modus Ponens in the form

If T'~@ and A @—vy then LA .
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SEQUENT CALCULI 7.1. Theldea

So what happens in a proof is that we begin with certain sequents known
to be correct, and we deduce that certain other sequents must therefore be
correct. The proof proceeds by establishing one sequent after another, for at
every step there is some sequent which is there established.

The idea of a sequent calculus is that it keeps an explicit record of just
what sequent is established at each point of a proof. It does this by means of
a new kind of proof in which every line is itself the sequent proved at that
point in the proof. So a proof in a sequent calculus is not a linear sequence
or other array of formulae, but a matching array of whole sequents. That is the
basic idea.

Now we are familiar with sequents which have the (syntactic) turnstile
as their main verb; these are interpreted as claiming the existence of a proof,
in whatever system of proof is currently being considered. We are also famil-
iar with sequents which have the semantic turnstile = as their main verb;
these make a claim about interpretations, namely that there is no inter-
pretation which makes what is on the left true and what is on the right false.
But neither of these signs has been allowed to occur in a proof. By conven-
tion, when we do have whole sequents occurring in a proof they are written
not with = as their main verb, nor with -, but instead with the new sign =.
But the intended interpretation is that in which = is taken to mean the same
as the familiar turnstile ==. Consequently, => has the same syntax as F; it
cannot occur within a formula but only between formulae, i.e. with some
(or none) to the left and at the moment with just one to the right. There are,
however, a couple of small changes that we must now make in our account
of what a sequent is, and it is convenient to associate them with the change
of notation.

The changes are required because it is a generally accepted condition on
what can be counted as a proof that there must always be a mechanical de-
cision procedure which can be applied to tell us whether or not an array of
symbols is a proof.l An evident corollary of this is that a proof must be finite.
Now a finite array of formulae is as a whole a finite structure, to which a de-
cision procedure can be applied, because each formula is itself finite. But
in a sequent calculus a proof is an array of sequents, not of formulae, so we
must now insist that the sequents to be considered are themselves finite.
That is the first change. Hitherto a sequent has been regarded as having a set
of formulae on the left, and there has been no bar on infinite sets, but for the
purposes of the present chapter they are debarred. As we saw in Chapter 4,
nothing is actually lost thereby. For the compactness theorem (Section 4.8)

1 In more advanced logic this condition is sometimes relaxed; but in elementary logic it is universally
obeyed.
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tells us that if we do have an infinite set of formulae which entails some for-
mula @, that is always because it has a finite subset which entails ¢. The sec-
ond change is a further elaboration of the first. While we regard a sequent as
having a set of formulae on its left, we must accept that there are all kinds of
ways of specifying such sets. For example, one could specify the set as: ‘all
formulae which will ever be written down by any person born on a Thurs-
day’. No doubt that is a finite set, so a sequent given in this way would pass
our first condition. But if proofs are to be certifiable as such by a mechanical
decision procedure, then they clearly cannot be allowed to contain sequents
given in this kind of way. We must instead require that what occurs to the left
of = is to be a finite list, consisting of zero or more formulae, written out in
full and separated by commas. In this chapter, the Greek letters ‘T;A,... will
be used to represent such lists.

We may continue, if we like, to think of these lists of formulae as tacitly
surrounded by curly brackets {. . .}, so that their role is still to specify a set.
But now that we have come so far why should we not go one step further, and
say that what is to the left of the = is not a set at all, but simply a finite
sequence of zero or more formulae separated by commas? The answer is that
we can perfectly well take this further step, though it does bring with it the
need for an explicit statement of two further rules of inference. When a set is
specified by listing its members, then the order in which the members are
listed makes no difference, and any repetitions in the list may automatically
be discounted. This is because sets are the same iff their members are the
same, and different listings may yet list the same members. But if we are no
longer thinking in terms of sets, and are working with lists directly, then we
cannot continue with the attitude that it simply goes without saying that
order and repetition are irrelevant. This is not a problem. It just means that
we have to say it, instead of letting it go without saying. So we shall need two
new rules of inference, the rule of Interchange (INT), which allows us to
change the order of the formulae in the list, and the rule of Contraction,
(CONTR), which allows us to delete a repetition.

It is customary to present a sequent calculus as a system in which proofs
have the structure of trees, in the same way as we did first present natural
deduction (in Section 6.2). At the topmost position on each branch there
will therefore be a sequent which, according to the rules, can be asserted out-
right. This will therefore be an instance of the rule of assumptions. Every
other position in the proof will be occupied by a sequent which is deduced
from other sequents, the sequents that it is deduced from being written
immediately above it, and separated from it by a horizontal line. We may
therefore set out our basic rules of inference in the same way. Here, then, are
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the so-called ‘structural’ rules of inference, i.e. rules which do not concern
any particular truth-functors or quantifiers.

(ASS) ——
=0

I'=¢
Ny=>0¢

(THIN)

' A=
(CUT) ¢ ® A4

LAy

LoyA=y

(INT)
Ly, p A=y

(CONTR) 02X
o=y

Whether one lists INT and CONTR explicitly as rules, or whether one lets
them go without saying, is very much a matter of taste. (My own taste is to
say that they should be listed as rules that are needed in theory, but then to
let them go without saying in practice, since it is so very tedious to putin a
separate step each time that one of them should, in theory, be invoked.) In
any case, every sequent calculus will certainly conform to INT and CONTR,
whether or not they are officially listed. But of the other rules one can only
say that you would expect a sequent calculus to contain each of them (either
as a basic rule or as derived from other basic rules). They all are basic rules
in the system to be considered in the next section. But, as we shall see later
on, there are sequent calculi in which they are either modified or lacking
altogether.

EXERCISES

7.1.1.(a) Starting with an instance of ASS, and using suitable steps of THIN and
INT, given in full, establish the sequent

PQ—P—QR=-Q.

(b) By suitable steps of INT and CONTR, given in full, establish the following rule
of inference
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O Y,0, X, ¥ = @
LY =0
(¢} Generalize your arguments in parts (a) and (b) to show that, however the for-
mulae to the left of = may be listed initially, (1) the order of the list may be re-
arranged in any desired way, and (2) repetitions may be introduced or eliminated in

any desired way, still leaving a sequent that is interdeducible with the one initially
given.

7.1.2. Arule such as (AI) is sometimes formulated in this way.
I's>e I'>vy
I'= ony
and sometimes in this way
' A=y
LA= oAy

Show that, if T and A are both finite, then each of these formulations may be
deduced from the other. [For the argument in one direction you will need THIN
and INT; for the other direction you will need INT and CONTR. ]

7.2. Natural Deduction as a Sequent Calculus

Itis very simple to rewrite the natural deduction rules given in the last chap-
ter as rules for a sequent calculus. We may adopt all the structural rules just
noted, and then we may reproduce the rules for truth-functors and quan-
tifiers, as given on pp. 252—4, in this form:2

I'=¢ A=y =AYy T'= oAy
Al) ———— (AE) ,

LA = oAb =0 sy

I'=s r= 'sevy A=y Gy=
(vI) ¢ ’ W (VE) vy AP =) Y =X

I'sovy I'=evy LAO=y

o= I'se A= 9>

= ooy CA=vy

2 Observe that the versions of (VE) and (JE) given here are more complex than those cited previ-
ously. The added complexity gives no further power (Exercise 7.2.1), but is adopted here because it better
matches the way that (VE) and (3E) are actually used in natural deductions.
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Lo= A = I'= A= —
(TND) =y =y (EFQ) ¢ A=—T0
LA=y LA=y
= r=Yv

V) (v 2 Ve

= VEp(&/a) = g(a/)
provided aisnotin T
an ¢(0/8) (3E) Ep&la) A=y

= 3o LA=y
provided oiis notin A or y

Given the familiar rules formulated in this new way, and given also the
basic idea that a proof in a sequent calculus records, at each stage, the whole
sequent that has been proved at that stage, it is really very easy to see how a
proof, originally written as a proof in natural deduction, may now be rewrit-
ten as a proof in this sequent calculus. I give just one example for a detailed
analysis. Turn back to the proof given on p. 258 of the sequent

VxIy(FxaGy) b 3yVx(FxnGy).

This proof is rewritten as a sequent calculus proof below. You will observe
that, to save clutter, I have omitted the small signs to the left of each hori-
zontal line saying which rule of inference is being applied at that line. As an
exercise, restore those signs. It will be seen that the structure of this proof
is exactly the same as the structure of the proof given on p. 258, on which
it is modelled. Indeed the two proofs correspond perfectly, step by step,
and this is not just an accident which happens to hold for this particular
example but not for others. It should be perfectly clear that the point holds
quite generally. Since it really is very simple to rewrite a natural deduction
proof as a proof in the corresponding sequent calculus, one could at this
point pass on without more ado to the next topic. But perhaps it will be use-
ful if I make two further observations at this point.

The first is that it is evidently very tedious to write out a proof in our
sequent calculus, and especially if the proof is to be given in a tree structure.
But we have already seen that tree proofs may be collapsed into linear proofs,
and that much ink is saved thereby, so can we not apply the same idea to
these new sequent calculus proofs too? The answer is that we certainly can,
and that this does indeed economize on ink and paper. But this answer

3 The correspondence would not be perfect if steps of interchange and contraction had been put in
explicitly. As an exercise, put themin.
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VxIy(FxaGy) = YxJy(FxaGy) FanGb = FanGb
Vx3y(FxaGy) = Iy(FanGy) FanGb= Fa FcAGb =» FeaGh
Vxdy(FxAGy) = Fa FenGb=Gb
Vx3y(FxAGy),FeAGb = FanGb
Vx3y(FxaGy),FcAGb = Vx(FxAGb) Vx3y(FxnGy) = VxIy(FxAGy)
Vxdy(FxAGy),FeaGb = yVx(FxaGy) Vx3y(FxaGy) = Fy(FcaGy)
Vx3y(FxaGy) = JyVx(FxaGy)
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can be improved to one which is perhaps more interesting, namely that our
existing method of writing natural deduction proofs in a linear form is
already a way of writing the corresponding sequent calculus proofs in linear
form. Iillustrate the point with the same sequent as example. A linear proof,
drawn up according to the method of Section 6.4, would look like this:

Vx3y(FxaGy) = 3yVx(FxnGy)
1 (1) Vady(FxaGy) ASS

1 (2) 3Y(FanGy) 1,VE

3 (3) FanGb ASS

3 (4) Fa 3,AE

1 (5) Fa 2,3—-4,3F
1 (6) Jy(FcnGy) 1,VE

7 (7)) FenGb ASS

7 (8) Gb 7,AE

1,7 (9) FanGb 5,8,Al
1,7 (10) Vx(FxAGb) 9,v1

1,7 (11) IyVx(FxAaGy) 10,31
1 (12) JyVx(FxaGy) 6,7-11,3E

Because each line in this proof contains, on the left, an explicit mention
of the assumptions that the formula in that line rests on, we can easily see
each line as being itself a sequent, namely the sequent which has the listed
assumptions to its left and the formula displayed to its right. When we look
at the proofin this way, we see that it is already a proof in a sequent calculus,
and the justification for each line is unaffected. In fact it is just short for this
explicit sequent calculus version:

(1) Vx3y(FxAGy) = Vxdy(FxaGy) ASS

(2) VxIy(FxaGy) = Jy(FarGy) 1,VE

(3) FanGb = FanGb ASS

(4) FanGb= Fa 3,AE

(5) Vx3y(FxAGy)= Fa 2,3-4,3E

(6) Vxdy(FxaGy) = Jy(FcaGy) 1,VE

(7) FcaGb = FenGb ASS

(8) FenGb= Gb 7,~E

(9) Vxdy(FxaGy),FcAGb=> FanGb 5,8,A1
(10) VxIy(FxAGy),FcAGb = Vx(FxAGb) 9,VI1
(11) VxTy(FxaGy),FcAGh = yVx(FxnGy) 10,31
(12) VxIy(FxaGy) = JyVa(FxnaGy) 6,7-11,3E
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Given a natural deduction proof in the linear form, then, it is even more
simple to rewrite it as a linear proof in the corresponding sequent calculus.
In fact it is so simple that we may perfectly well count the original proofasa
proof in the sequent calculus, but one that uses a convenient technique of
abbreviation. For practical purposes, this is by far the best approach. But for
most of the present chapter we shall not be too much concerned over what
is convenient in practice, for one does not usually introduce a sequent cal-
culus for that purpose. Rather, the interest is theoretical. As we shall see, a
sequent calculus is a useful tool for comparing two systems that at first look
utterly different. And for this purpose it is probably more helpful to stick to
the original way of writing a proof, namely as a tree structure.

A second point, worth adding here, concerns sequents with no formula
on the right. If we start from the perspective of natural deduction, we might
expect such sequents to be defined in terms of the more familiar sequents
with just one formula on the right. The simplest method of doing this is to
suppose that the language already contains the symbol L, with its own rule
of inference

I'=>1
(L) .
I'=se

Then clearly we can define
I'= asshortfor I'= 1.

Alternatively, if L is not available, but we do have (say) A and —, then we
could instead define

I'= asshortfor I'= PA—P.

It is artificial to pick on some particular contradictory formula to play
this role, for no good ground could be given for choosing one rather than
another, but in practice it works perfectly well. As a further alternative,
we may, of course, accept sequents with no formula on the right as part
of our primitive vocabulary, extending the usual structural rules to cover
such sequents. Thus Thinning, Cutting, Interchange, and Contraction are
to apply as before both when there is a formula on the right and when there
isnot, and there is also to be a new rule of Thinning on the right, which takes
this form:

I's

r=¢

281



SEQUENT CALCULI 7.2. Natural Deduction as a Sequent Calculus

EXERCISES

7.2.1.(a) Assuming the standard structural rules, show that the rules (VE) and (3E)
given above are interdeducible with these more familiar versions, which are rules
for introducing on the left:

Lo=y Av= o=
LApvy =y LAeE/a) = v

provided aisnotinT oriny

(b) Assuming the standard structural rules again, show that the rule (VE) given
above is interdeducible with this rule for introducing on the left:

Ve =y

(¢) Consider once more the sequent
Vady(FxaGy) = FyVx{(FxaGy).

Construct a proof of this sequent using (3E’) and (VE’) in place of (3E) and (VE),
and not using CUT.

7.2.2. Letuswrite a double horizontal line to signify that the sequent below the line
follows from the ones above and conversely that the ones above each follow from the
one below. Then what were called in Section 2.5 the ‘basic principles’ for A,v,—,—
may be formulated thus:

' anp 'y o=y anp Ly=y

I'= ory Lovy=1y
o=y I'se
I'= ¢y I—e=

Assuming all the standard structural rules for a sequent calculus, show that these
rules are interdeducible with the ones given in this section.

7.2.3. Considera sequent calculus which hasall the standard structural rules and in
addition just this one pair of rules:

F=¢ aNnp 'Sy

LoTy =
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(a) Give an interpretation of T under which this rule is sound.
(b) Define —,A,V in terms of T, and show how to prove, in this calculus, the rules
for —,A,v given in this section.




