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7
Can Automatic Calculating Machines Be
Said to Think?

M. H. A. Newman, Alan M. Turing, Sir Geoffrey Jefferson, and R. B.
Braithwaite

Braithwaite: We’re here today to discuss whether calculating machines
can be said to think in any proper sense of the word. Thinking is or-
dinarily regarded as so much a speciality of man, and perhaps of other
higher animals, that the question may seem too absurd to be discussed.
But, of course, it all depends on what is to be included in thinking. The
word is used to cover a multitude of different activities. What would
you, Jefferson, as a physiologist, say were the most important elements
involved in thinking?

Jefferson: I don’t think that we need waste too much time on a definition
of thinking since it will be hard to get beyond phrases in common usage,
such as having ideas in the mind, cogitating, meditating, deliberating,
solving problems or imagining. Philologists say that the word “Man” is
derived from a Sanskrit word that means “to think”, probably in the sense
of judging between one idea and another. I agree that we could no longer
use the word “thinking” in a sense that restricted it to man. No one would
deny that many animals think, though in a very limited way. They lack
insight. For example, a dog learns that it is wrong to get on cushions or
chairs with muddy paws, but he only learns it as a venture that doesn’t
pay. He has no conception of the real reason, that he damages fabrics by
doing that.

The average person would perhaps be content to define thinking in very
general terms such as revolving ideas in the mind, of having notions in
one’s head, of having one’s mind occupied by a problem, and so on. But
it is only right to add that our minds are occupied much of the time with
trivialities. One might say in the end that thinking was the general result
of having a sufficiently complex nervous system. Very simple ones do not
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provide the creature with any problems that are not answered by simple
reflex mechanisms. Thinking then becomes all the things that go on in
one’s brain, things that often end in an action but don’t necessarily do
so. I should say that it was the sum total of what the brain of man or
animal does. Turing, what do you think about it? Have you a mechanical
definition?

Turing: I don’t want to give a definition of thinking, but if I had to I
should probably be unable to say anything more about it than that it was
a sort of buzzing that went on inside my head. But I don’t really see that
we need to agree on a definition at all. The important thing is to try to
draw a line between the properties of a brain, or of a man, that we want
to discuss, and those that we don’t. To take an extreme case, we are not
interested in the fact that the brain has the consistency of cold porridge.
We don’t want to say “This machine’s quite hard, so it isn’t a brain, and
so it can’t think.” I would like to suggest a particular kind of test that
one might apply to a machine. You might call it a test to see whether the
machine thinks, but it would be better to avoid begging the question, and
say that the machines that pass are (let’s say) “Grade A” machines. The
idea of the test is that the machine has to try and pretend to be a man,
by answering questions put to it, and it will only pass if the pretence is
reasonably convincing. A considerable proportion of a jury, who should
not be expert about machines, must be taken in by the pretence. They
aren’t allowed to see the machine itself—that would make it too easy. So
the machine is kept in a far away room and the jury are allowed to ask it
questions, which are transmitted through to it: it sends back a typewritten
answer.

Braithwaite: Would the questions have to be sums, or could I ask it
what it had had for breakfast?

Turing: Oh yes, anything. And the questions don’t really have to be
questions, any more than questions in a law court are really questions.
You know the sort of thing. “I put it to you that you are only pretending
to be a man” would be quite in order. Likewise the machine would be
permitted all sorts of tricks so as to appear more man-like, such as waiting
a bit before giving the answer, or making spelling mistakes, but it can’t
make smudges on the paper, any more than one can send smudges by
telegraph. We had better suppose that each jury has to judge quite a
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number of times, and that sometimes they really are dealing with a man
and not a machine. That will prevent them saying “It must be a machine”
every time without proper consideration.

Well, that’s my test. Of course I am not saying at present either that
machines really could pass the test, or that they couldn’t. My suggestion
is just that this is the question we should discuss. It’s not the same as “Do
machines think”, but it seems near enough for our present purpose, and
raises much the same difficulties.

Newman: I should like to be there when your match between a man and
a machine takes place, and perhaps to try my hand at making up some of
the questions. But that will be a long time from now, if the machine is to
stand any chance with no questions barred?

Turing: Oh yes, at least 100 years, I should say.

Jefferson: Newman, how well would existing machines stand up to this
test? What kind of things can they do now?

Newman: Of course, their strongest line is mathematical computing,
which they were designed to do, but they would also do well at some
questions that don’t look numerical, but can easily be made so, like solving
a chess problem or looking you up a train in the time-table.

Braithwaite: Could they do that?

Newman: Yes. Both these jobs can be done by trying all the possibilities,
one after another. The whole of the information in an ordinary time-
table would have to be written in as part of the programme, and the
simplest possible routine would be one that found the trains from London
to Manchester by testing every train in the timetable to see if it calls at both
places, and printing out those that do. Of course, this is a dull, plodding
method, and you could improve on it by using a more complicated routine,
but if I have understood Turing’s test properly, you are not allowed to go
behind the scenes and criticise the method, but must abide by the scoring
on correct answers, found reasonably quickly.

Jefferson: Yes, but all the same a man who has to look up trains fre-
quently gets better at it, as he learns his way about the time-table. Suppose
I give a machine the same problem again, can it learn to do better without
going through the whole rigmarole of trying everything over every time?
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I’d like to have your answer to that because it’s such an important point.
Can machines learn to do better with practice?

Newman: Yes, it could. Perhaps the chess problem provides a better il-
lustration of this. First I should mention that all the information required
in any job—the numbers, times of trains, positions of pieces, or what-
ever it is, and also the instructions saying what is to be done with them—
all this material is stored in the same way. (In the Manchester machine it
is stored as a pattern on something resembling a television screen.) As the
work goes on the pattern is changed. Usually it is the part of the pattern
that contains the data that changes, while the instructions stay fixed. But
it is just as simple to arrange that the instructions themselves shall be
changed now and then. Well, now a programme could be composed that
would cause the machine to do this: a 2-move chess problem is recorded
into the machine in some suitable coding, and whenever the machine is
started, a white move is chosen at random (there is a device for making
random choices in our machine). All the consequences of this move are
now analysed, and if it does not lead to forced mate in two moves, the
machine prints, say, “P–Q3, wrong move”, and stops. But the analysis
shows that when the right move is chosen the machine not only prints,
say, “B–Q5, solution”, but it changes the instruction calling for a random
choice to one that says “Try B–Q5”. The result is that whenever the ma-
chine is started again it will immediately print out the right solution—and
this without the man who made up the routine knowing beforehand what
it was. Such a routine could certainly be made now, and I think this can
fairly be called learning.

Jefferson: Yes, I suppose it is. Human beings learn by repeating the same
exercises until they have perfected them. Of course it goes further, and at
the same time we learn generally to shift the knowledge gained about
one thing to another set of problems, seeing relevances and relationships.
Learning means remembering. How long can a machine store information
for?

Newman: Oh, at least as long as a man’s lifetime, if it is refreshed
occasionally.

Jefferson: Another difference would be that in the learning process there
is much more frequent intervention by teachers, parental or otherwise,
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guiding the arts of learning. You mathematicians put the programme once
into the machine and leave it to it. You wouldn’t get any distance at all
with human beings if that is what you did. In fact, the only time you do
that in the learning period is at examinations.

Turing: It’s quite true that when a child is being taught, his parents and
teachers are repeatedly intervening to stop him doing this or encourage
him to do that. But this will not be any the less so when one is trying to
teach a machine. I have made some experiments in teaching a machine
to do some simple operation, and a very great deal of such intervention
was needed before I could get any results at all. In other words the machine
learnt so slowly that it needed a great deal of teaching.

Jefferson: But who was learning, you or the machine?

Turing: Well, I suppose we both were. One will have to find out how
to make machines that will learn more quickly if there is to be any real
success. One hopes too that there will be a sort of snowball effect. The
more things the machine has learnt the easier it ought to be for it to learn
others. In learning to do any particular thing it will probably also be
learning to learn more efficiently. I am inclined to believe that when one
has taught it to do certain things one will find that some other things which
one had planned to teach it are happening without any special teaching
being required. This certainly happens with an intelligent human mind,
and if it doesn’t happen when one is teaching a machine there is something
lacking in the machine. What do you think about learning possibilities,
Braithwaite?

Braithwaite: No-one has mentioned what seems to me the great diffi-
culty about learning, since we’ve only discussed learning to solve a partic-
ular problem. But the most important part of human learning is learning
from experience—not learning from one particular kind of experience,
but being able to learn from experience in general. A machine can easily
be constructed with a feed-back device so that the programming of the
machine is controlled by the relation of its output to some feature in its ex-
ternal environment—so that the working of the machine in relation to the
environment is self-corrective. But this requires that it should be some par-
ticular feature of the environment to which the machine has to adjust itself.
The peculiarity of men and animals is that they have the power of adjusting
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themselves to almost all the features. The feature to which adjustment is
made on a particular occasion is the one the man is attending to and he at-
tends to what he is interested in. His interests are determined, by and large,
by his appetites, desires, drives, instincts—all the things that together
make up his “springs of action”. If we want to construct a machine which
will vary its attention to things in its environment so that it will sometimes
adjust itself to one and sometimes to another, it would seem to be necessary
to equip the machine with something corresponding to a set of appetites.
If the machine is built to be treated only as a domestic pet, and is spoon-
fed with particular problems, it will not be able to learn in the varying way
in which human beings learn. This arises from the necessity of adapting
behaviour suitably to environment if human appetites are to be satisfied.

Jefferson: Turing, you spoke with great confidence about what you are
going to be able to do. You make it sound as if it would be fairly easy to
modify construction so that the machine reacted more like a man. But I
recollect that from the time of Descartes and Borelli on people have said
that it would be only a matter of a few years, perhaps 3 or 4 or maybe
50, and a replica of man would have been artificially created. We shall
be wrong, I am sure, if we give the impression that these things would be
easy to do.

Newman: I agree that we are getting rather far away from computing
machines as they exist at present. These machines have rather restricted
appetites, and they can’t blush when they’re embarrassed, but its quite
hard enough, and I think a very interesting problem, to discover how
near these actually existing machines can get to thinking. Even if we stick
to the reasoning side of thinking, it is a long way from solving chess
problems to the invention of new mathematical concepts or making a
generalisation that takes in ideas that were current before, but had never
been brought together as instances of a single general notion.

Braithwaite: For example?

Newman: The different kinds of number. There are the integers. 0, 1,
−2, and so on; there are the real numbers used in comparing lengths, for
example the circumference of a circle and its diameter; and the complex
numbers involving

√
−1; and so on. It is not at all obvious that these

are instances of one thing, “number”. The Greek mathematicians used
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entirely different words for the integers and the real numbers, and had
no single idea to cover both. It is really only recently that the general
notion of kinds of number has been abstracted from these instances and
accurately defined. To make this sort of generalisation you need to have
the power of recognising similarities, seeing analogies between things that
had not been put together before. It is not just a matter of testing things
for a specified property and classifying them accordingly. The concept
itself has to be framed, something has to be created, say the idea of a
number-field. Can we even guess at the way a machine could make such
an invention from a programme composed by a man who had not the
concept in his own mind?

Turing: It seems to me, Newman, that what you said about “trying out
possibilities” as a method applies to quite an extent, even when a machine
is required to do something as advanced as finding a useful new concept.
I wouldn’t like to have to define the meaning of the word “concept”, nor
to give rules for rating their usefulness, but whatever they are they’ve got
outward and visible forms, which are words and combinations of words.
A machine could make up such combinations of words more or less at
random, and then give them marks for various merits.

Newman: Wouldn’t that take a prohibitively long time?

Turing: It would certainly be shockingly slow, but it could start on easy
things, such as lumping together rain, hail, snow and sleet, under the word
“precipitation”. Perhaps it might do more difficult things later on if it was
learning all the time how to improve its methods.

Braithwaite: I don’t think there’s much difficulty about seeing analo-
gies that can be formally analysed and explicitly stated. It is then only a
question of designing the machine so that it can recognise similarities of
mathematical structure. The difficulty arises if the analogy is a vague one
about which little more can be said than that one has a feeling that there
is some sort of similarity between two cases but one hasn’t any idea as to
the respect in which the two cases are similar. A machine can’t recognise
similarities when there is nothing in its programme to say what are the
similarities it is expected to recognise.

Turing: I think you could make a machine spot an analogy, in fact it’s
quite a good instance of how a machine could be made to do some of
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those things that one usually regards as essentially a human monopoly.
Suppose that someone was trying to explain the double negative to me,
for instance, that when something isn’t not green it must be green, and
he couldn’t quite get it across. He might say “Well, it’s like crossing the
road. You cross it, and then you cross it again, and you’re back where
you started.” This remark might just clinch it. This is one of the things
one would like to work with machines, and I think it would be likely to
happen with them. I imagine that the way analogy works in our brains is
something like this. When two or more sets of ideas have the same pattern
of logical connections, the brain may very likely economise parts by using
some of them twice over, to remember the logical connections both in the
one case and in the other. One must suppose that some part of my brain
was used twice over in this way, once for the idea of double negation and
once for crossing the road, there and back. I am really supposed to know
about both these things but can’t get what it is the man is driving at, so
long as he is talking about all those dreary nots and not-nots. Somehow
it doesn’t get through to the right part of the brain. But as soon as he says
his piece about crossing the road it gets through to the right part, but by
a different route. If there is some such purely mechanical explanation of
how this argument by analogy goes on in the brain, one could make a
digital computer do the same.

Jefferson: Well, there isn’t a mechanical explanation in terms of cells
and connecting fibres in the brain.

Braithwaite: But could a machine really do this? How would it do it?

Turing: I’ve certainly left a great deal to the imagination. If I had given
a longer explanation I might have made it seem more certain that what I
was describing was feasible, but you would probably feel rather uneasy
about it all, and you’d probably exclaim impatiently. “Well, yes. I see
that a machine could do all that, but I wouldn’t call it thinking.” As soon
as one can see the cause and effect working themselves out in the brain,
one regards it as not being thinking, but a sort of unimaginative donkey-
work. From this point of view one might be tempted to define thinking as
consisting of “those mental processes that we don’t understand”. If this
is right then to make a thinking machine is to make one which does
interesting things without our really understanding quite how it is done.
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Jefferson: If you mean that we don’t know the wiring in men, as it were,
that is quite true.

Turing: No, that isn’t at all what I mean. We know the wiring of our
machine, but it already happens there in a limited sort of way. Sometimes
a computing machine does do something rather weird that we hadn’t
expected. In principle one could have predicted it, but in practice it’s
usually too much trouble. Obviously if one were to predict everything a
computer was going to do one might just as well do without it.

Newman: It is quite true that people are disappointed when they dis-
cover what the big computing machines actually do, which is just to add
and multiply, and use the results to decide what further additions and mul-
tiplications to do. “That’s not thinking”, is the natural comment, but this
is rather begging the question. If you go into one of the ancient churches
in Ravenna you see some most beautiful pictures round the walls, but if
you peer at them through binoculars you might say, “Why, they aren’t
really pictures at all, but just a lot of little coloured stones with cement in
between.” The machine’s processes are mosaics of very simple standard
parts, but the designs can be of great complexity, and it is not obvious
where the limit is to the patterns of thought they could imitate.

Braithwaite: But how many stones are there in your mosaic? Jefferson,
is there a sufficient multiplicity of the cells in the brain for them to behave
like a computing machine?

Jefferson: Yes, there are thousands, tens of thousands more cells in the
brain than there are in a computing machine, because the present machine
contains—how many did you say?

Turing: Half a million digits. I think we can assume that is the equivalent
of half a million nerve cells.

Braithwaite: If the brain works like a computing machine then the
present computing machine cannot do all the things the brain does.
Agreed; but if a computing machine were made that could do all the
things the brain does, wouldn’t it require more digits than there is room
for in the brain?

Jefferson: Well. I don’t know. Suppose that it is right to equate digits
in a machine with nerve cells in a brain. There are various estimates,
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somewhere between ten thousand million and fifteen thousand million
cells are supposed to be there. Nobody knows for certain, you see. It is
a colossal number. You would need 20,000 or more of your machines
to equate digits with nerve cells. But it is not, surely, just a question of
size. There would be too much logic in your huge machine. It wouldn’t be
really like a human output of thought. To make it more like, a lot of the
machine parts would have to be designed quite differently to give greater
flexibility and more diverse possibilities of use. It’s a very tall order indeed.

Turing: It really is the size that matters in this case. It is the amount
of information that can be stored up. If you think of something very
complicated that you want one of these machines to do, you may find the
particular machine you have got won’t do, but if any machine can do it
at all, then it can be done by your first computer, simply increased in its
storage capacity.

Jefferson: If we are really to get near to anything that can be truly called
“thinking” the effects of external stimuli cannot be missed out; the inter-
vention of all sorts of extraneous factors, like the worries of having to
make one’s living, or pay one’s taxes, or get food that one likes. These
are not in any sense minor factors, they are very important indeed, and
worries concerned with them may greatly interfere with good thinking,
especially with creative thinking. You see a machine has no environment,
and man is in constant relation to his environment, which, as it were
punches him whilst he punches back. There is a vast background of mem-
ories in a man’s brain that each new idea or experience has to fit in with.
I wonder if you could tell me how far a calculating machine meets that
situation. Most people agree that man’s first reaction to a new idea (such
as the one we are discussing today) is one of rejection, often immediate
and horrified denial of it. I don’t see how a machine could as it were say
“Now Professor Newman or Mr. Turing, I don’t like this programme at
all that you’ve just put into me, in fact I’m not going to have anything to
do with it.”

Newman: One difficulty about answering that is one that Turing has
already mentioned. If someone says, “Could a machine do this, e.g. could
it say ‘I don’t like the programme you have just put into me’ ”, and a
lirogramme for doing that very thing is duly produced, it is apt to have
an artificial and ad hoc air, and appear to be more of a trick than a
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serious answer to the question. It is like those passages in the Bible, which
worried me as a small boy, that say that such and such was done “that the
prophecy might be fulfilled which says” so and so. This always seemed
to me a most unfair way of making sure that the prophecy came true.
If I answer your question, Jefferson, by making a routine which simply
caused the machine to say just the words “Newman and Turing, I don’t
like your programme”, you would certainly feel this was a rather childish
trick, and not the answer to what you really wanted to know. But yet it’s
hard to pin down what you want.

Jefferson: I want the machine to reject the problem because it offends it
in some way. That leads me to enquire what the ingredients are of ideas
that we reject because we instinctively don’t care for them. I don’t know
why I like some pictures and some music and am bored by other sorts. But
I’m not going to carry that line on because we are all different, our dislikes
are based on our personal histories and probably too on small differences
of construction in all of us. I mean by heredity. Your machines have no
genes, no pedigrees. Mendelian inheritance means nothing to wireless
valves. But I don’t want to score debating points! We ought to make it
clear that not even Turing thinks that all that he has to do is to put a skin
on the machine and that it is alive! We’ve been trying for a more limited
objective whether the sort of thing that machines do can be considered as
thinking. But is not your machine more certain than any human being of
getting its problem right at once, and infallibly?

Newman: Oh!

Turing: Computing machines aren’t really infallible at all. Making up
checks on their accuracy is quite an important part of the art of using
them. Besides making mistakes they sometimes haven’t done quite the
calculation one had expected, and one gets something that might be called
a “misunderstanding”.

Jefferson: At any rate, they are not influenced by the emotions. You have
only to upset a person enough and he becomes confused, he can’t think of
the answers and may make a fool of himself. It is high emotional content
of mental processes in the human being that makes him quite different
from a machine. It seems to me to come from the great complexity of
his nervous system with its 1010 cells and also from his endocrine system
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which imports all sorts of emotions and instincts, such as those to do with
sex. Man is essentially a chemical machine, he is much affected by hunger
and fatigue, by being “out of sorts” as we say, also by innate judgements,
and by sexual urges. This chemical side is tremendously important, not
the least so because the brain does exercise a remote control over the
most important chemical processes that go on in our bodies. Your ma-
chines don’t have to bother with that, with being tired or cold or happy
or satisfied. They show no delight at having done something never done
before. No, they are “mentally” simple things. I mean that however com-
plicated their structure is (and I know it is very complicated), compared
with man they are very simple and perform their tasks with an absence
of distracting thoughts which is quite inhuman.

Braithwaite: I’m not sure that I agree. I believe that it will be necessary
to provide the machine with something corresponding to appetites, or
other “springs of action”, in order that it will pay enough attention to
relevant features in its environment to be able to learn from experience.
Many psychologists have held that the emotions in men are by-products
of their appetites and that they serve a biological function in calling higher
levels of mental activity into play when the lower levels are incapable of
coping with an external situation. For example, one does not feel afraid
when there is no danger, or a danger which can be avoided more or less
automatically: fear is a symptom showing that the danger has to be met
by conscious thought. Perhaps it will be impossible to build a machine
capable of learning in general from experience without incorporating in
it an emotional apparatus, the function of which will be to switch over
to a different part of the machine when the external environment differs
too much from what would satisfy the machine’s appetites by more than
a certain amount. I don’t want to suggest that it will be necessary for the
machine to be able to throw a fit of tantrums. But in humans tantrums
frequently fulfil a definite function—that of escaping from responsibility;
and to protect a machine against a too hostile environment it may be
essential to allow it, as it were, to go to bed with a neurosis, or psychogenic
illness—just as, in a simpler way, it is provided with a fuse to blow, if the
electric power working it threatens its continued existence.

Turing: Well, I don’t envisage teaching the machine to throw temper-
amental scenes. I think some such effects are likely to occur as a sort
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of by-product of genuine teaching, and that one will be more interested
in curbing such displays than in encouraging them. Such effects would
probably be distinctly different from the corresponding human ones, but
recognisable as variations on them. This means that if the machine was
being put through one of my imitation tests, it would have to do quite a
bit of acting, but if one was comparing it with a man in a less strict sort
of way the resemblance might be quite impressive.

Newman: I still feel that too much of our argument is about what hy-
pothetical future machines will do. It is all very well to say that a machine
could easily be made to do this or that, but, to take only one practical
point, what about the time it would take to do it? It would only take an
hour or two to make up a routine to make our Manchester machine anal-
yse all possible variations of the game of chess right out, and find the
best move that way—if you didn’t mind its taking thousands of millions
of years to run through the routine. Solving a problem on the machine
doesn’t mean finding a way to do it between now and eternity, but within
a reasonable time. This is not just a technical detail that will be taken care
of by future improvements. It’s most unlikely that the engineers can ever
give us a factor of more than a thousand or two times our present speeds.
To assume that runs that would take thousands of millions of years on
our present machines will be done in a flash on machines of the future, is
to move into the realms of science fiction.

Turing: To my mind this time factor is the one question which will
involve all the real technical difficulty. If one didn’t know already that
these things can be done by brains within a reasonable time one might
think it hopeless to try with a machine. The fact that a brain can do
it seems to suggest that the difficulties may not really be so bad as they
now seem.

Braithwaite: I agree that we ought not to extend our discussion to cover
whether calculating machines could be made which would do everything
that a man can do. The point is, surely, whether they can do all that it
is proper to call thinking. Appreciation of a picture contains elements of
thinking, but it also contains elements of feeling; and we’re not concerned
with whether a machine can be made that will feel. Similarly with moral
questions: we’re only concerned with them so far as they are also intellec-
tual ones. We haven’t got to give the machine a sense of duty or anything



Shieber-79040 book April 1, 2004 11:51

130 Newman, Turing, Jefferson, and Braithwaite

corresponding to a will: still less need it be given temptations which it
would then have to have an apparatus for resisting. All that it has got to
do in order to think is to be able to solve, or to make a good attempt at
solving, all the intellectual problems with which it might be confronted
by the environment in which it finds itself. This environment, of course,
must include Turing asking it awkward questions as well as natural events
such as being rained upon, or being shaken up by an earthquake.

Newman: But I thought it was you who said that a machine wouldn’t
be able to learn to adjust to its environment if it hadn’t been provided
with a set of appetites and all that went with them.

Braithwaite: Yes, certainly. But the problems raised by a machine having
appetites are not properly our concern today. It may be the case that it
wouldn’t be able to learn from experience without them; but we’re only
required to consider whether it would be able to learn at all—since I agree
that being able to learn is an essential part of thinking. So oughtn’t we to
get back to something centred on thinking? Can a machine make up new
concepts, for example?

Newman: There are really two questions that can be asked about ma-
chines and thinking, first, what do we require before we agree that the
machine does everything that we call thinking? This is really what we have
been talking about for most of the time; but there is also another inter-
esting and important question: Where does the doubtful territory begin?
What is the nearest thing to straight computing that the present machines
perhaps can’t do?

Braithwaite: And what would your own answer be?

Newman: I think perhaps to solve mathematical problems for which no
method is known, in the way that men do; to find new methods. This is a
much more modest aim than inventing new mathematical concepts. What
happens when you try to solve a new problem in the ordinary way is that
you think about it for a few seconds, or a few years, trying out all the
analogies you can think of with problems that have been solved, and then
you have an idea. You try it out in detail. If it is no good you must wait
for another idea. This is a little like the chess-problem routine, where one
move after another is tried, but with one very important difference, that if
I am even a moderately good mathematician the ideas that I get are not just
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random ones, but are pre-selected so that there is an appreciable chance
that after a few trials one of them will be successful. Henry Moore says
about the studies he does for his sculpture, “When the work is more
than an exercise, inexplicable jumps occur. This is where the imagination
comes in.” If a machine could really be got to imitate this sudden pounce
on an idea, I believe that everyone would agree that it had begun to think,
even though it didn’t have appetites or worry about the income tax. And
suppose that we also stuck to what we know about the physiology of
human thinking, how much would that amount to, Jefferson?

Jefferson: We know a great deal about the end-product, thinking itself.
Are not the contents of our libraries and museums the total up to date? Ex-
perimental psychology has taught us a lot about the way that we use mem-
ory and association of ideas, how we fill in gaps in knowledge and impro-
vise from a few given facts. But exactly how we do it in terms of nerve cell
actions we don’t know. We are particularly ignorant of the very point that
you mentioned just now, Newman, the actual physiology of the pounce
on an idea, of the sudden inspiration. Thinking is clearly a motor activity
of the brain’s cells, a suggestion supported by the common experience that
so many people think better with a pen in their hand than viva voce or by
reverie and reflection. But you can’t so far produce ideas in a man’s mind
by stimulating his exposed brain here or there electrically. It would have
been really exciting if one could have done that—if one could have per-
haps excited original thoughts by local stimulation. It can’t be done. Nor
does the electro-encephalograph show us how the process of thinking is
carried out. It can’t tell you what a man is thinking about. We can trace the
course, say, of a page of print or of a stream of words into the brain, but
we eventually lose them. If we could follow them to their storage places
we still couldn’t see how they are reassembled later as ideas. You have the
great advantage of knowing how your machine was made. We only know
that we have in the human nervous system a concern compact in size and
in its way perfect for its job. We know a great deal about its microscopi-
cal structure and its connections. If fact, we know everything except how
those myriads of cells allow us to think. But, Newman, before we say “not
only does this machine think but also here in this machine we have an
exact counterpart of the wiring and circuits of human nervous systems”,
I ought to ask whether machines have been built or could be built which
are as it were anatomically different, and yet produce the same work.
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Newman: The logical plan of all of them is rather similar, but certainly
their anatomy, and I suppose you could say their physiology, varies a lot.

Jefferson: Yes, that’s what I imagined—we cannot then assume that any
one of these electronic machines is a replica of part of a man’s brain even
though the result of its actions has to be conceded as thought. The real
value of the machine to you is its end results, its performance, rather than
that its plan reveals to us a model of our brains and nerves. Its usefulness
lies in the fact that electricity travels along wires 2 or 3 million times faster
than nerve impulses pass along nerves. You can set it to do things that
man would need thousands of lives to complete. But that old slow coach,
man, is the one with the ideas—or so I think. It would be fun some day,
Turing, to listen to a discussion, say on the Fourth Programme, between
two machines on why human beings think that they think!


