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2 David Beaver Ch. 1



Section 1 Presupposition 31. Presuppositions and How to Spot ThemThe non-technical sense of the word presupposition serves as a good basis for under-standing many of the various technical de�nitions which have been given. Certainlythis is true of the notion of presupposition introduced by Frege, according to whompresuppositions are special conditions that must be met in order for a linguisticexpression to have a denotation. He maintained that presuppositions constitutean unfortunate imperfection of natural language, since in an ideal language everywell-formed string would denote something. The possibility of what we would nowcall presupposition failure, which in a Fregean picture would mean cases when awell-formed expression failed to denote, was repugnant to him.Many authors follow the Fregean line of relating presuppositions to assumptionsthat have been made, thus as concerning either the way in which utterances signalassumptions, or, conversely, the way in which utterances depend upon assumptionsto be meaningful. However, some words of caution are in order. It is not the casethat all technical uses of the term presupposition involve reference to assumptions.Indeed, if by assumptions we mean the assumptions of some agent, then the notionof an assumption is essentially a pragmatic one, whereas for some theorists presup-position is a purely semantic relation. Thus phenomena that one theorist explainsin terms of what is assumed, another may explain without essential reference toassumptions, and yet both theorists may use the term presupposition. It is not eventhe case that all proponents of pragmatic accounts of presupposition take assump-tion as a central notion. For instance, Gazdar's inuential theory of presupposition[ Gaz79a, Gaz79b] does not involve a commitment to presuppositions being in anysense assumed.Having mentioned the terms semantic and pragmatic, I must warn the reader thatthey are bandied about rather freely, and indeed confusingly, in the presuppositionliterature: I will attempt to clarify.In a semantic theory presupposition is usually de�ned as a binary relation be-tween pairs of sentences of a language. What makes this relation semantical is thatit is de�ned or explicated solely in terms of the semantic valuation of the sentences,or in terms of semantical entailment. Thus a de�nition in terms of semantic valu-ation might, following Strawson, say that one sentence (semantically) presupposesanother if the truth of the second is a condition for the semantic value of the �rstto be true or false. Other such notions will be explored in Section 2 below.In pragmatic theories the analysis of presupposition involves the attitudes andknowledge of language users. In extreme cases such as Stalnaker's [ St74] account,presupposition is de�ned without any reference to linguistic form: Stalnaker talksnot of the presuppositions of a sentence, but of the speaker's presuppositions, thesebeing just those propositions which are taken for granted by a speaker on a givenoccasion. Other pragmatic theories are less radical, in that linguistic form still playsan essential role in the theory. The majority of well-developed pragmatic theoriesconcern the presuppositions not of a sentence (as in semantic theories) or of aspeaker (as in Stalnaker's theory) but of an utterance. In some theories, utterancesare explicated as pairs consisting of a sentence and a linguistic context, and as a



4 David Beaver Ch. 1result presupposition becomes a ternary relation, holding between two sentencesand a context.1 In other theories, the presuppositions of a sentence are seen asconditions that contexts must obey in order for an utterance of the sentence to befelicitous in that context.2The post-Fregean philosophical study of presupposition has been dominated byan assumption-based conception, but, given the range of linguistic and philosophicaltheories which have been formulated during the last twenty years, such a charac-terisation is no longer apt.Furthermore, saying that presuppositions are not part of what is asserted but ofwhat is assumed does not in itself provide any practical method of identifying pre-suppositional constructions in language, or even of showing that there are any suchconstructions. If one theorist argues that a de�nite description asserts the existenceof a (unique) object satisfying the description, and another theorist maintains thatthe existence of a relevant object is not asserted but presupposed, how are we to tellwho is right? This issue was at the heart of the famous Russell-Strawson debate.Neither party could o�er a solid empirical justi�cation of his position, since thedebate appeared to hinge on whether a simple sentence containing an unsatis�eddescription was false, as Russell claimed, or meaningless, as Strawson, taking hislead from Frege, maintained. Judgements on whether sentences are meaningless orfalse are typically hazy | indeed, it is hard even to know how to pose to a naiveinformant the question of whether a given sentence is meaningless or false | andthe debate arguably never reached a satisfactory conclusion.3So what is the de�ning characteristic of the recent linguistic study of presup-position? A large class of lexical items and grammatical constructions, includingthose identi�ed as presuppositional by philosophers such as Frege and Strawson,produce distinctive patterns of inference. It is di�cult to �nd any common strandto current analyses of presupposition, save that they all concern (various parts of)this class. The class is commonly depicted as including: de�nite noun phrases (pre-supposing reference or unique reference of the description); quanti�cational nounphrases (presupposing existence of a non-trivial quanti�cational domain); factiveverbs such as `regret' and `know' (presupposing truth of the propositional comple-ment); factive noun phrases such as `the fact that X' and `the knowledge that X'(again presupposing truth of the propositional complement); clefts (e.g. an it-cleft1 Strawson's account can be seen as the �rst such theory, although the Frege's sparse remarkson presupposition are already suggestive. See [ St50] and the reconstruction in [ So89]. Section 3introduces a number of such theories, and it is there suggested that (the second version of) thetheory in [ Kar73] is the �rst in which a de�nition of utterance presupposition is formally realised.2 Keenan [ Kee71, p. 49] de�nes pragmatic presupposition as follows: \A sentence pragmati-cally presupposes that its context is appropriate." On the other hand Karttunen writes: \Strictlyspeaking, it would be meaningless to talk about the pragmatic presuppositions of a sentence. Suchlocutions are, however, justi�ed in a secondary sense. A phrase like \the sentence A pragmaticallypresupposes B" can be understood as an abbreviation for \whenever A is uttered sincerely, thespeaker of A presupposes B" (i.e. assumes B and believes that his audience assumes B as well.)"[Kar73, pp.169{170]3 The main references for this debate are Strawson's [ St50, St64], and Russell's [ Ru05, Ru57].Note that the 1964 Strawson paper is quite conciliatory.



Section 1 Presupposition 5`it was x that y-ed' presupposing that something `y-ed'); counterfactual conditionals(presupposing falsity of the antecedent); non-neutral intonation (with destressed orunstressed material thought of as inducing a presupposition, so that e.g. `X y-ed'with stressed `X' might presuppose that somebody `y-ed'); aspectual verbs such as`stop' and `continue' (presupposing a certain initial state); aspectual adverbs suchas `still' and `almost' (again presupposing a certain initial state); sortally restrictedpredicates (e.g. `dream' presupposing animacy of its subject, and predicative use of`a batchelor' presupposing that the predicated individual is adult and male); wh-questions (presupposing existence of an entity answering the question, or speakersexpectation of such an entity); and a rag-bag of other lexical items such as `even',`only', and the so-called iterative adverbs `too' and `again'. Note that although allthese constructions, and others, have been termed presuppositional, there has beendisagreement as to which constructions actually are presuppositional: see e.g. Kart-tunen and Peters' [ KP77, KP79].1.1. Projection/HeritabilityFrege's 1.1 [ Fr84a], has 1.2 as one of its implications, but it is no surprise, givensome knowledge of classical logic, that 1.2 does not follow from any of 1.3{1.5.(1.1)Whoever discovered the elliptic form of the planetary orbits died in misery.(1.2)Somebody died in misery.(1.3)Whoever discovered the elliptic form of the planetary orbits did not die inmisery.(1.4)If whoever discovered the elliptic form of the planetary orbits died in misery,he should have kept his mouth shut.(1.5)Perhaps whoever discovered the elliptic form of the planetary orbits died inmisery.However, consider 1.6, which Frege claims to be presupposed by 1.1. Strikingly,1.6 seems to be implied by 1.1, but also by all of 1.3{1.5. We may say that oneimplication of 1.1 is inherited or projected such that it also becomes an implicationcarried by the complex sentences in 1.3{1.5, whereas another implication of 1.1 isnot inherited in this way.(1.6)Somebody discovered the elliptic form of the planetary orbits.This takes us to the curse and the blessing of modern presupposition theory. Cer-tain implications of sentences are inherited more freely to become implications ofcomplex sentences containing the simple sentences than are other implications, andsuch implications are called presuppositions. In its guise as curse this observationis called (following Langendoen and Savin the presupposition projection problem,



6 David Beaver Ch. 1the question of \how the presupposition and assertion of a complex sentence arerelated to the presupposition and assertions of the clauses it contains"[ LS71, p.54].The problem can be seen as twofold. Firstly we must say exactly what presuppo-sitions are inherited, and secondly we must say why. But the observation is also ablessing, because it provides an objective basis for the claim that there is a distinctpresuppositional component to meaning, and a way of identifying presuppositionalconstructions, a linguistic test for presupposition on a methodological par with, forinstance, standard linguistic constituency tests.To �nd the presuppositions of a given grammatical construction or lexical item,one must observe which implications of simple sentences are also implications ofsentences in which the simple sentence is embedded under negation, under an oper-ator of modal possibility or in the antecedent of a conditional. To be sure, there isnothing sacred about this list of embeddings from which presuppositions tend to beprojected, and the list is certainly not exhaustive. The linguist might equally wellchoose to consider di�erent connectives, such as in 1.7, or non-assertive speech acts,as with the question in 1.8 | questions having been considered as test-embeddingsfor presuppositions by Karttunen | or the imperative in 1.9.4 1.8 is not a questionabout whether anybody discovered elliptic form of the planetary orbits, and 1.9does not act as a request to guarantee that somebody has discovered the ellipticform of the planetary orbits. Rather, we would take it that an utterer of either ofthese sentences already held the existence of a discoverer of the elliptic form of theplanetary orbits to be beyond doubt. Thus the sentences could be used as evidencethat 1.6 is presupposed by the simple assertive sentences from which 1.8 and 1.9are derived.5(1.7)Unless whoever discovered the elliptic form of the planetary orbits died inmisery, he was punished in the afterlife.(1.8)Did whoever discovered the elliptic form of the planetary orbits die in misery?(1.9)Ensure that whoever discovered the elliptic form of the planetary orbits diesin misery!Returning to projection qua problem rather than qua test, it is often forgottenthat, from a semantic perspective, the projection problem for presuppositions �tsquite naturally into a larger Fregean picture of how language should be analysed.The projection problem for presuppositions is the task of stating and explaining thepresuppositions of complex sentences in terms of the presuppositions of their parts.4 The behaviour of presuppositions in imperatives is discussed by Searle [ Sea:69, p. 162].5 Burton-Roberts suggests the following generalisation of the standard negation test for presup-positions: \Any formula equivalent to a formula that entails either p or its negation, and thenegation of any such formula, will inherit the presuppositions of p."[ Bu89b, p.102] Such a gen-eralisation seems problematic. For if we allow that a contradiction entails any sentence, then itfollows that a contradiction presupposes everything. But any tautology is standardly equivalentto the negation of a contradiction, so all tautologies must presuppose everything. Further, if atautology is entailed by any other sentence, it immediately follows that every pair of sentencesstands in the relation of presupposition. I fear Burton-Roberts presupposes too much.



Section 1 Presupposition 7The larger problem, which strictly contains the presupposition projection problem,could naturally be called \the projection problem for meanings", i.e. the problemof �nding the meanings of complex sentences in terms of the meanings of theirparts. Of course, this larger problem is conventionally referred to as the problem ofcompositionality.1.2. From Projection Data to Theories of ProjectionMuch research on presupposition to date, especially formal and semi-formal work,has concentrated on the projection problem. This article reects that perhaps un-fortunate bias, and is concerned primarily with formal models of presuppositionprojection. Other important issues, such as the nature of presupposition itself, thereasons for there being presuppositions in language, and the place of presuppositionswithin lexical semantics, will be addressed here only insofar as they are relevantto distinguishing alternative projection theories. To facilitate comparison, I willpresent most theories in terms of an arti�cial language, what I will call the languageof Presupposition Logic (henceforthPrL). This is just the language of PropositionalLogic (PL) with an additional binary operator notated by subscripting: a formula� should be thought of as `the assertion of � carrying the presupposition that �'6.I will occasionally delve into modal and �rst order variants of PrL, and also into apresuppositional version of Discourse Representation Theory.Translations will be very schematic. For instance, `The King of France is bald' willbe analysed as if it had the form � , with  being understoodas the proposition thatthere is a unique French King and  being understood as a (bivalent) proposition tothe e�ect that there is a bald French King. I must make it clear that I do not wishto claim that � is a good translation of `The King of France is bald', or even thatit is in general possible to isolate the presupposition of a given construction (heregiven as  ) from the assertion (here �): some theories do make such an assumption,and others do not. I only claim that the way in which the theories (as I will presentthem) treat my translations provides a fair characterisation of how the theories (asoriginally presented) would handle the corresponding English examples.There are two main sources of data to use as desiderata when comparing the-ories of presupposition: felicity judgements, and implications between sentences.The standard tests for presupposition are, as I have said, based on the latter.To use felicity judgements, one requires a theory which divides sentences (or dis-courses) into good and bad, just as a generative grammar does. But theories ofpresupposition tend not to make such an explicit division.7 Thus the principalgoal of a theory will be seen as the formalisation of a notion of implication (en-6 Elsewhere (see e.g. [?]) I have preferred to use a unary presupposition connective. For most ofthe systems to be presented, this is not signi�cant, since the relevant unary and binary connectivesare interde�neable. Krahmer [ Krah:MS] has used a binary presupposition connective with thenotation adopted here, and in the case of trivalent logics the de�nition of that connective to begiven coincides with Blamey's transplication connective [ Blam89].7 One exception is the theory developed in van der Sandt's doctoral thesis [ vdS82, vdS88, vdS89].



8 David Beaver Ch. 1tailment/necessitation/consequence) between formulae of PrL which takes presup-positional implications into account. In some cases felicity judgements can act asdesiderata within this framework, if it is supposed that the reason for a discourse'sinfelicity is that it implies things which hearers have di�culty accepting.This notion of implication will be denoted jj= to distinguish it from classicalentailment j=. The presuppositionally sensitive implication relation jj= should beexpected to be weaker than j=, in the sense that there will be more jj=-valid inferencepatterns than j=-valid ones. A proposition may be jj=-implied if it follows either asa result of classically recognised patterns of reasoning, or as a result of reasoningconnected to presupposition, or indeed as a result of some combination of these.Thus, for instance, we may record the fact that the presupposition of a simplenegative sentence projects in the absence of extra context in terms of the followingdatum: :(� )jj=�, where � and  are taken to be logically independent (i.e. �j6j= and  j6j=�). Although theories of presupposition can generally be formulated interms of a jj= relation with little or no loss of descriptive adequacy, many theoristshave preferred to divorce presupposition from semantic entailment. So for varioussystems a relation of presupposition between sentences, denoted by �, will bedirectly de�ned. For these systems one could of course de�ne jj= in terms of j= and�, perhaps most obviously (under a restriction to single premise, single conclusionimplications) by: jj= = (j= [�)? (i.e. the relation jj= is the closure under iterationof the relations j= and �). 8Since one of the main insights of the last few decades of study of presuppositionis that the phenomenon is heavily inuenced by the dynamics of the interpretationprocess, I have divided theories according to the way in which such dynamism ismanifested: Section2 \Multivalence and Partiality" concerns models in which thedynamics of the interpretation process plays no role at all, and where the possibilityof presupposition failure is tied to the presence of extra truth values in a multi-valent (or partial) semantics; in Section 3: \Part-Time Presuposition" models arepresented in which the context of evaluation inuences which presuppositions areprojected, models involving an inter-sentential dynamics or dynamic pragmaticssince the context of evaluation is modi�ed with each successive utterance; Section 4\Dynamic Semantics" concerns models which involve not only incrementation ofcontext with successive sentences, but also sentence internal dynamics; �nally, Sec-tion 5: \Accommodation" discusses theories of presupposition that allow for a muchmore sophisticated dynamic pragmatics than in the earlier chapters, which mani-fests itself in a process of accommodation allowing repair or modi�cation of contexts8 Some might maintain that presuppositional inferences are of a quite di�erent character to the`ordinary' truth-functional implications formalised in classical logic, but I do not take this to bean argument against presenting the goal of presupposition theory in similar terms as might usedto state the goal of classical logic. `jj=' is just a relation between sentences (or sets of sentences),regardless of the extent to which it depends on the familiar paraphenalia of classical logic (seman-tic valuations, axiomatisation, etc.). In some theories, presuppositions of a sentence are analysedrelative to a context. But in all of the theories that will be discussed, this context is itself linguis-tically supplied, and could be thought of as consisting of just the sequence of sentences � whichare extra premises in an argument of the form �; �jj= .



Section 2 Presupposition 9of evaluation.2. Multivalence and PartialityThe approaches now to be discussed are those in which the interpretation of aformula de�nes not only a set of worlds such that when interpreted relative to oneof these worlds the formula is true (call this set T), and a set where it is false(F), but also a set where its presuppositions are satis�ed (P) and a set where theyare not (N).9 There are three standard ways in which this rede�nition is achieved.Firstly, there is trivalent semantics in which the Boolean domain of truth valuesft; fg may be extended to include a third value ?, such that the T , F and N worldsare those where the formula has the value t, f and ? respectively, and P = T [ F .Secondly, there is partial semantics. Here the domain of truth values is allowed toremain Boolean, but the interpretation function is partialised, such that for a givenformula T is the set relative to which the valuation produces t, F is that againstwhich the valuation produces f, P is still the union of T and F , but now the setN is not a set relative to which the formula is given some particular valuation orvaluations, but rather it is the set of worlds against which the valuation function isnot de�ned for the formula. Thirdly there are two dimensional systems, where thevaluation is split into two parts, or dimensions, each of the two sub-valuations beingboolean. There is some variation in how the split is made, but the approaches I willdescribe make a split between a presuppositional and an assertional sub-valuation.For the assertional sub-valuation T is the set of worlds where the formula hasvalue t, and F is the remaining set where the formula has the value f , and for thepresuppositional sub-valuation, P is the set of worlds where the formula has valuet, and N is the remaining set where the formula has the value f .If the trivalent, partial and two-dimensional accounts di�er as to the precisere�nement from classical interpretation which they utilise, they none the less sharea basic approach to presupposition projection:(i) Presuppositions are constraints on the range of worlds/models against whichwe are able to evaluate the truth or falsity of predications and other semanticoperations, or against which this evaluation is legitimate.(ii) If these constraints are not met, semantic unde�nedness, or illegitemacy ofthe truth-value, results.(iii) Presupposition projection facts associated with a given operator are ex-plained compositionally, in terms of the relation between the de�nedness/legitimacyof that operator and the de�nedness/legitimacy of its arguments in some model,and this relation is recoverable from the semantics of the operator alone.For the purposes of the following discussion, partial and trivalent semantics willbe collapsed. This is possible because the discussion is restricted to systems wherethe connectives are de�ned truth functionally. Truth functionality is taken to meanthat, for any compound formula the only information needed for evaluation relative9 Some might prefer to read models where I write worlds.



10 David Beaver Ch. 1to some world is (1) the semantics of the head connective, and (2) for each argumentwhether there is a valuation in the given world, and, if so, what that valuation thatis. Given such a restriction, from a technical point of view all systems which are pre-sented as trivalent could be presented as partial, and vice versa, whilst maintainingextensionally identical relations of consequence and presupposition.10 I will �rstlyconsider trivalent systems, then two dimensional systems, and then discuss some ofthe general advantages and disadvantages, showing why most contemporary pro-ponents of such approaches accept that presuppositional data cannot be explainedin purely semantic terms, but require some additional pragmatic component.2.1. Trivalent AccountsIn a trivalent logic, where the semantic valuation of a formula � with respect to aworld w (here written [[�]]w) may take any of the three semantic values, typicallythought of as true, false and unde�ned (t; f; ?), presupposition may be de�ned asfollows:De�nition 2.1 (Strawsonian Presupposition). � presupposes  i� for for allworlds w, if [[�]]w 2 ft; fg then [[ ]]w = t.A model here, and for most of this chapter, is taken to be a pair hW; Ii where Wis a set of worlds, and I is an interpretation function mapping a pair of a worldand an atomic proposition letter to an element of ft; fg. Let us assume, a Tarskian10This restriction to truth functional systems does exclude one important method of supplyingpartial interpretations, namely the supervaluation semantics developed by van Fraassen. See [vF69, vF75, Th72, Th79]. One advantage of the supervaluation approach is that it allows alogic, say classical �rst order logic, to be partialised such that logical validities remain intact. (Notethat classical validities are also maintained in the two dimensional approaches which are discussedbelow.) I was once horri�ed to hear a group of presupposition theorists arguing bitterly aboutwhether the treatment of presupposition should use a partial or a trivalent logic. There maybe philosophical signi�cance to the decision between partial and trivalent systems, and it maybe that there are applications (like the treatment of the semantical paradoxes) where it reallymakes a di�erence whether the semantical universe contains only two values for the extension ofa proposition or is in some way richer. But it seems unlikely that the decision to use a partialor trivalent logic has signi�cant empirical consequences regarding presupposition projection. Ingeneral, relevant aspects of a model of presupposition projection presented in terms of either atrivalent logic or a partial logic are straightforwardly reformulable in terms of the other with noconsequences for the treatment of presupposition data. See, for example, Karttunen's discussionof van Fraassen in [ Kar73]. However, in saying this I am possibly taking for granted what I taketo be the conventional use of the term partial logic by logicians (see e.g. [ Blam89]), whereby, forinstance, versions of both Kleene's strong and weak systems are sometimes referred to as partiallogics. Seuren [ Seu85, Seu90a] o�ers an alternative characterisation whereby only Kleene's weaksystem (Bochvar's internal system) would count as a gapped/partial logic. This is because heimplicitly limits consideration to systems which are truth functional in a stronger sense than isgiven above, such that a compound formula can only have a value de�ned if the valuation ofall the arguments is de�ned. On the other hand, Burton-Roberts [ Bu89a] o�ers a system whichhe claims to have the only true gapped bivalent semantics, and which just happens to containexactly the connectives in Kleene's strong system! Given this lack of consensus among such forcefulrhetoricians as Seuren and Burton-Roberts, it is perhaps unwise to stick one's neck out.



Section 2 Presupposition 11notion of logical consequence as preservation of truth (�jj= i� for all worlds w,if [[�]]w = t then [[ ]]w = t) Let us further assume that a negation : is availablein the formal language which is interpreted classically with respect to classicallyvalued argument formulae, mapping true to false and vice versa, but which preservesunde�nedness. This de�nes a so-called choice negation (as in 2.4 below). Given thesenotions of consequence and negation, it is easily shown that the above de�nition ofpresupposition is equivalent to one mentioned earlier:De�nition 2.2 (Presupposition Via Negation). � presupposes  i� �jj= and:�jj= These, then, are the standard approaches to de�ning presupposition in three-valued logics. One author who o�ers a signi�cant deviation from these de�nitionsis Burton-Roberts [ Bu89a]. He de�nes two separate notions of logical consequence,weak consequence, which is just the notion jj= above, and strong consequence. Let usdenote strong consequence by j=, since it is closer to classical implication than is jj=(e.g. no non trivial formulae are entailed by botyh a formula and its negation). Thede�nition is: � j=  i� (1) �jj= , and (2) for all worlds s, if [[ ]]w = f then [[�]]w = f .Thus for one proposition to strongly entail another, the truth of the �rst mustguarantee the truth of the second, and the falsity of the second must guarantee thefalsity of the �rst.11 Burton-Roberts then suggests that presuppositions are weakconsequences which are not strong consequences:De�nition 2.3 (Burton-Roberts Presupposition). � presupposes  i� �jj= and� 6j=  This seems an attractive de�nition, and is certainly not equivalent to the stan-dard de�nitions above. However, it has some rather odd properties. For example,assuming this de�nition of presupposition and Burton-Roberts' quite standard no-tion of conjunction, it turns out that if � presupposes  , then � presupposes  ^�.Let us assume that `The King of France is bald' presupposes `There is a King ofFrance'. According to Burton-Roberts' de�nition it must also presuppose `There isa King of France and he is bald', which seems completely unintuitive. More gener-ally, if � presupposes  then according to this de�nition it must also presupposethe conjunction of  with any strong consequence of �.12 I see no reason why weshould accept a de�nition of presupposition with this property.11Wilson [ Wi75] took a de�nition of consequence like j= as fundamental, and used it as part of herargument against semantic theories of presupposition. In a more technically rigorous discussion,Blamey [ Blam89] also suggests that the strong notion should be the basic one.12Burton-Robert's system uses Kleene's strong falsity preserving conjunction, whereby a conjunc-tion is true if and only if both conjuncts are true, and false if and only if at least one conjunct isfalse. The following argument then shows that a proposition must presuppose any conjunction ofa presupposition and a strong entailment:(i) Suppose � presupposes  in Burton-Roberts system(ii) Then (a) �jj= , and (b) � 6j=  (iii) From 2, [[ ]]w = f and [[�]]w 6= f for some world w(iv) Suppose � j= �(v) By de�nition of j=, we have that �jj=�



12 David Beaver Ch. 1Moving back to the standard de�nitions, we can examine the presupposition pro-jection behaviour of various three-valued logics. A simple picture of presuppositionprojection is what is known as the cumulative hypothesis according to which the setof presuppositions of a complex sentence consists of every single elementary pre-supposition belonging to any subsentence.13 As far as the projection behaviour ofthe logical connectives is concerned, such a theory of projection would be modelledby a trivalent logic in which if any of the arguments of a connective has the value ?,then the value of the whole is also ?. Assuming that combinations of classical valuesare still to yield their classical result, this yields the so-called internal Bochvar orweak Kleene connectives:De�nition 2.4 (The Weak Kleene or Internal Bochvar Connectives).� ^  t f ?t t f ?f f f ?? ? ? ? �!  t f ?t t f ?f t t ?? ? ? ?� _  t f ?t t t ?f t f ?? ? ? ? � :�t ff t? ?(vi) By 2(b), 5 and de�nitions of ^; jj=, it follows that �jj= ^ �(vii) Relative to the same model M, where  is false, falsity preservation of ^ tells us that  ^�is false(viii) Since there is a model (M) where � is not false and its weak entailment  ^ � is false, itfollows that � 6j=  ^ �(ix) Hence � must presuppose  ^ � in Burton-Roberts system. Q.E.D.It should be mentioned that the above is not the only de�nition of presupposition that Burton-Roberts o�ers: it seems to be intended as a de�nition of the elementary presuppositions of a simplepositive sentence. Presuppositions of compound sentences are given by a relation of GeneralisedPresupposition. This notion, which will not be discussed in detail here, is essentially the same asa notion of presupposition used earlier by Hausser [ Ha76]. It says that one formula presupposesanother if falsity of the second creates the possibility of unde�nedness for the �rst.13The cumulative hypothesis is commonly attributed to Langendoen and Savin. However, theirview appears to have been more sophisticated than some have suggested. Regarding exampleswhere a presupposition of the consequent of a conditional does not become an implication of theconditional as a whole, they comment [ LS71]pp.58: \A conditional sentence has the propertythat its presupposition is presupposed in a (possibly imaginary) world in which its antecedent istrue: : : and no mechanism for suspending presuppositions is required." Although the informalityof their proposal makes it di�cult to evaluate, it is clear that Langendoen and Savin were awareof cases where presuppositions of an embedded sentence are not implications of the whole anddid not see them as counterexamples to their theory. Indeed, on a charitable reading (where it isread as a generic about a property holding of worlds which satisfy the antecedent of a conditional)the above quote seems to pre�gure the inheritance properties that Karttunen later attributed toconditionals.



Section 2 Presupposition 13A naive version of the cumulative hypothesis, such as is embodied in the de�nitionof Bochvar's internal connectives, is not tenable, in that there are many examples ofpresuppositions not being projected. Let us consider �rstly how this is dealt with inthe case that has generated the most controversy over the years, that of negation.14In a trivalent semantics, the existence of cases where presuppositions of sentencesembedded under a negation are not projected, is normally explained in terms of theexistence of a denial operator (here ]) such that when [[�]]w = ?, [[]�]]w = t. Typicallythe following exclusion (sometimes called weak) negation operator results:De�nition 2.5 (Trivalent Exclusion Negation). � ]�t ff t? tSince there apparently exist both cases where a negation acts, in Karttunen's ter-minology, as a hole to presuppositions (allowing projection) and cases where it actsas what Karttunen called a plug (preventing projection), the defender of a trivalentaccount of presupposition appears not to have the luxury of choosing between thetwo negations given above, but seems forced to postulate that negation in naturallanguage is ambiguous between them. Unfortunately, convincing independent evi-dence for such an ambiguity is lacking, although there may at least be intonationalfeatures which mark occurrences of denial negation from other uses, and thus po-tentially allow the development of a theory as to which of the two meanings a givenoccurrence of negation corresponds.15There is a frequently overlooked alternative to postulating a lexical ambiguity,dating back as far as Bochvar's original papers. Bochvar suggested that apart fromthe normal mode of assertion there was a second mode which we might term meta-assertion. The meta-assertion of �, A�, is the proposition that � is true: [[A�]]w = tif [[�]]w = t and [[A�]]w = f otherwise. Bochvar showed how within the combined14Horn's article [ Horn85]) provides an excellent overview of treatments of negation and considerscases of presupposition denial at length. For a longer read, his [ Horn89] is recommended. Extensivediscussion of negation within the context of contemporary trivalent accounts of presupposition isfound in the work of Seuren [ Seu85, Seu88], and Burton-Roberts [ Bu89c, Bu89a]. These latterpublications produced considerable debate, to a degree surprising given that Burton-Roberts,though innovative, presents what is essentially a reworking of a quite well worn approach topresupposition. This refreshingly vehement debate provides the de�nitive modern statements ofthe alternative positions on negation within trivalent systems: see Horn's [ Horn90] and Burton-Roberts' reply [ Bu89b], Seuren's [ Seu90a] and Burton-Roberts' reply [ Bu90], and Seuren andTurner's reviews [ Seu90b, Tu92].15 If the raison d'etre of a trivalent denial operator is to be yield truth when predicated of a non-true and non-false proposition, then in principle some choice remains as to how it should behavewhen predicated of a simply false proposition. Thus the denial operator need not necessarily havethe semantics of the exclusion negation, although, to my knowledge, only Seuren has been braveenough to suggest an alternative. Seuren's preferred vehicle for denial is an operator which mapsonly ? onto t, and maps both t and f onto f . Seuren has also marshalled considerable empiricalevidence that negation is in fact ambiguous, although the main justi�cation for his particularchoice of denial operator is, I think, philosophical.



14 David Beaver Ch. 1system consisting of the internal connectives and this assertion operator a second setof external connectives could be de�ned: for instance the external conjunction of twoformulae is just the internal conjunction of the meta-assertion of the two formulae(i.e. � ^ext  =def A(�)^int A( )), and the external negation of a formula is justthe exclusion negation given above, and de�ned in the extended Bochvar system by]� =def :A(�).16 Thus whilst the possibility of declaring natural language negationto be ambiguous between : and ] exists within Bochvar's extended system, anotherpossibility would be to translate natural language negation uniformly using :, butthen allow that sometimes the proposition under the negation is itself clad in themeta-assertoric armour of the A-operator.There is no technical reason why the Bochvarian meta-assertion operator shouldbe restricted in its occurrence to propositions directly under a negation. Link [ Li86]has proposed a model in which in principle any presupposition can be co-asserted,where coassertion, if I understand correctly, essentially amounts to embedding underthe A-operator. Such a theory is exible, since it leaves the same logical possibilitiesopen as in a system with an enormous multiplicity of connectives: for instance ifthe A operator can freely occur in any position around a disjunction, then thee�ects of having the following four disjunctions are available: � _  , A(� _  ),A(�) _  and � _ A( ). It is then necessary to explain why presuppositions onlyfail to project in certain special cases. Link indicates that pragmatic factors willinduce an ordering over the various readings, although he does not formalise thispart of the theory. Presumably a default must be invoked that the A operator onlyoccurs when incoherence would result otherwise, and then with narrowest possiblescope.17So far we have only considered cases where presuppositions of each argument areeither de�nitely projected to become presuppositions of the whole, or de�nitely notprojected. Fittingly, in the land of the included middle, there is a third possibility.The presupposition may, in e�ect, be modi�ed as it is projected. Such modi�cationoccurs with all the binary connectives in Kleene's strong logic:16External negation, given that it can be de�ned as :A(�) where A is a sort of truth-operator,has often been taken to model the English paraphrases `it is not true that' and `it is not thecase that'. Although it may be that occurrence of these extraposed negations is high in cases ofpresupposition denial | I am not aware of any serious research on the empirical side of this matter| it is certainly neither the case that the construction is used in all instances of presuppositiondenial, nor that all uses of the construction prevent projection of embedded presuppositions. Thusthe use of the term external for the weak negation operator, and the corresponding use of the terminternal for the strong, is misleading, and does not reect a well established link with di�erentlinguistic expressions of negation.17Observe that in Link-type theory the lexical ambiguity of negation which is common in trivalenttheories is replaced by an essentially structural ambiguity, and in this respect is comparablewith the Russellian scope-based explanation of projection facts. Horn [ Horn85, p.125] provides asimilar explication to that above of the relation between theories postulating alternative 3-valuednegations and theories involving a Russellian scope ambiguity.



Section 2 Presupposition 15De�nition 2.6 (The Strong Kleene Connectives).� ^  t f ?t t f ?f f f f? ? f ? �!  t f ?t t f ?f t t t? t ? ?� _  t f ?t t t tf t f ?? t ? ? � :�t ff t? ?To see that under this de�nition it is not in general the case that if � presupposes� then  ! � presupposes �, we need only observe that if [[ ]]w = f then [[ !�]]w = t regardless of the valuation of �. Presuppositions of the consequent areweakened, in the sense that in a subset of worlds, those where the antecedent isfalse, unde�nedness of the consequent is irrelevant to the de�nedness of the whole.However, in those worlds where the antecedent is not false, the presuppositions ofthe consequent are signi�cant, so that presupposition failure of the consequent issu�cient to produce presupposition failure of the whole.To complete the de�nition of a trivalent PrL semantics we must consider thebinary presupposition connective. A formula � introduces unde�nedness whenever is not true:De�nition 2.7 (Trivalent Presupposition Operator). � t f ?t t ? ?f f ? ?? ? ? ?The presuppositional properties of the strong Kleene logic may be determined infull by inspection of the truth tables, and can be summed up as follows:Fact 2.8. Under the strong Kleene interpretation, if ��� then ::�� �� ^  �  ! � ^ ��  ! ��!  � (: )! � ! ��  ! �� _  � (: )! � _ �� (: )! �If models are restricted to those where  is bivalent, 2.8 gives the maximal pre-suppositions in the sense that the right hand side represents the logically strongest



16 David Beaver Ch. 1presupposition, all other presuppositions being jj=-entailed by it. Of interest is theoccurrence of what may be called conditionalised presuppositions, cases where al-though a presupposition is not projected per se, a logically weaker conditional pre-supposition does occur. For example, consider 2.1, in which the factive noun phrase`the knowledge that' triggers a presupposition in the consequent of a conditional:(2.1)If David wrote the article then the knowledge that no decent logician wasinvolved (in writing the article) will confound the editors.If this sentence has the form �!  �, then Strong Kleene predicts a presupposi-tion �! �, i.e. `if David wrote the article then no decent logician was involved'.2.2. SupervaluationsOf all the method's of introducing partiality discussed here, van Fraassen's superval-uation semantics allow us to remain most faithful to classical logic, although in factthe technique is of su�cient generality that it could equally be used to introducepartiality into non-classical logics.18 The name supervaluation reects the idea thatthe semantics of a formula reects not just one valuation, but many valuations com-bined. Suppose that we have some method, let us call it an initial partial valuation,of partially assigning truth values to the formulae of some language. Van Fraassen'sidea is to consider all the ways of assigning total valuations to the formula whichare compatible both with the initial partial valuation and with principles of clas-sical logic: call these total valuations the classical extensions of the initial partialvaluation. A new partial valuation, let us call it the supervaluation, is then de�nedas the intersection of the extensions, that valuation which maps a formula to t i�all the extensions map it to t, and maps a formula to f i� all the extensions mapit to f. To justify the approach, it is helpful to think of ? as meaning not \unde-�ned", but \unknown": the values of some formulae are unknown, so we considerall the values that they might conceivably have, and use this information to givethe supervaluation.It will now be shown how this technique can be used in the case of PrL, but itshould be noted that the application will be in some respects non-standard, sincesupervaluation semantics is normally given for systems where partiality arises in themodel. Here it will be assumed that the model provides a classical interpretationfor all proposition letters, and that partiality only arises in the recursive de�nitionof the semantics, speci�cally with regard to the binary presupposition connective.To simplify, let us restrict the language by requiring that both arguments of anycompound formula � are atomic proposition letters. The notion of an extensionto a world which will be used is odd in the sense that a world is already total wrt.interpretation of atomic proposition letters. The extension provides a valuation for18Supervaluations are introduced by van Fraassen in [ vF69, vF75]. There are a number of goodpresentations designed to be accessible to linguists, e.g. in Mc.Cawley's [?], Martin's [ Ma79] andSeuren's [ Seu85]. For an application of supervaluations see Thomason's [ Th72].



Section 2 Presupposition 17presuppositional formulae: it is as if we were considering formulae � to be `extra'atomic formulae. Since there are many such presuppositional formulae, and twoways of providing a classical value to each one, there are many extensions for eachworld. The following three de�nitions give a set of extension functions for a world, arecursive rede�nition of the semantics in terms of these extensions, and the resultingsupervaluations.De�nition 2.9 (Extensions of a world). The set of extensions of w is denotedEX(w), where EX(w) = fhw; �i j � maps every formula of the form � , for atomic� and  , to an element of ft; fg under the restriction that if the interpretation of wrt. w is t (i.e. I(w; ) = t), then � �(� ) = i(w;�) g.De�nition 2.10 (Total Valuation Functions). A classical extension hw; �i pro-vides a total valuation function TVhw; �i according to the following recursive se-mantics: atomic formulae are valued using the interpretation function (supplied bythe model) with respect to w, formulae of the form � have value �(� , and othercompound formulae are interpreted using the classical truth-tables in terms of theTVhw; �i valuation of their parts.De�nition 2.11 (Supervaluations). The supervaluation wrt. the world w, SUP(w),is a partial valuation de�ned by SUP(w) = TTVhw; �i.19 The set of supervalua-tions S wrt. a model is fs j 9w 2 W s = SUP (w)g.To see that supervaluations are partial, consider the formula A^AB with respectto SUP(w), where A is true and B is false in the world w. Some of the extensionsof w will make BA true, and others will make it false, and likewise some valuationswill make A ^ AB true and others will make it false. Thus the intersection of theextensions will map A^AB to the third value, ?. On the other hand, unde�nednessdoes not always project. For example SUP(w) gives A _ AB the value t, since theleft disjunct is true in w, and thus also true in all extensions, from which it followsthat the disjunction is true in all extensions.The supervaluation semantics is non-truth-functional. That is, the supervaluationof a compound cannot be calculated from the supervaluation of its parts. ConsiderSUP(w) for the formulae (i) AB_:(AB) and (ii) AB_(AB), again supposing that Ais true and B is false in w. Although SUP(w) makes both AB and :(AB) unde�ned,it gives AB _ :(AB) the value t. The reason for this is that in all the extensionswhere AB is true, :(AB) is false, and vice versa. Thus in every extension to w oneof the disjuncts of formula (i) is true, so the formula as a whole is true in every19 If F is a set of valuation functions, TF is that function such that:(\F )(�) = t if 8f 2 F f(�) = t= f if 8f 2 F f(�) = f= ? otherwise



18 David Beaver Ch. 1extension, and thus in SUP(w) as well. On the other hand, formula (ii) is giventhe supervaluation ? wrt. w, since there are some extensions where both disjunctsare false, so that the formula as a whole is false, and some extensions where bothdisjuncts are true, so that the whole formula is true. Since the extensions do notmaintain a concensus as to the value of (ii), it cannot be bivalent. Thus both (i)and (ii) are disjunctions where the disjuncts have the same value wrt. SUP(w), butthe disjunctions have di�erent values wrt. SUP(w). This establishes the non-truth-functionality of the supervaluation semantics for PrL.Despite this non-truth-functionality, some general principles of truth-value in-heritance are followed, and an imprecise truth-tabular characterisation of the su-pervaluation semantics is sometimes given: this can be helpful when comparing toother partial and trivalent approaches.De�nition 2.12 (Truth-table Approximation to Supervaluation Semantics).� ^  t f ?t t f ?f f f f? ? f (f=?) �!  t f ?t t f ?f t t t? t ? (t=?)� _  t f ?t t t tf t f ?? t ? (t=?) � :�t ff t? ?These tables show that for the most part supervaluation semantics resemblesthe Strong Kleene semantics, providing a value whenever there are classical truth-functional grounds for assigning a value. For instance, a disjunction is true if oneof the disjuncts is true, regardless of the value of the other disjunct. But the su-pervaluation semantics di�ers from the Strong Kleene when both arguments to aconnective are unde�ned. In this case, the supervaluation semantics takes the princi-ple of maximising bivalence to its limit, sometimes managing to attribute bivalenceeven though both argument values are unde�ned.To what logic does supervaluation semantics lead? It is natural to de�ne jj= usingpreservation of truth wrt. supervaluations, i.e. �jj= i� for every supervaluation sin S, if s(�) = t then s( ) = t. The resulting logic is distinctly presuppositional.For instance, it is easily veri�ed that both � jj= and :(� )jj= . Further, thepresuppositional properties are comparable with those of the Strong Kleene system,so that presuppositional implications are commonly weakened. But what marks thesupervaluation de�nition of jj= out from all the others considered in this chapteris that all classical argument patterns remain valid. For instance the law of theexcluded middle jj=�_:� holds for any choice of �20. This takes us to one commonly20 I write jj= if for all �, �jj= .



Section 2 Presupposition 19made observation which never ceases to amaze me: supervaluation semantics canyield a system in which bivalence fails, but the law of the excluded middle holds.2.3. Two DimensionsThere are no obvious empirical reasons for using more than three truth values inthe treatment of presupposition, and thus Occam's razor commonly makes triva-lent semantics the preferred basis for a multivalent treatment of presupposition.21However, quite apart from the fact that four valued logics are sometimes thoughtto be technically more elegant than their three valued cousins, the use of four truthvalues a�ords theorists the space to pursue a divide and conquer strategy, sepa-rating issues of presupposition from those of classical truth and entailment. Theidea was developed independently, but in rather di�erent forms, by Herzberger [Her73] and Karttunen and Peters [ KP79], Herzberger's formulation having beenfurther developed by Martin [ Ma77] and Bergmann [ Ber81]. The semantic domainis considered as consisting of two two-valued coordinates (dimensions), which I willcall assertion and presupposition.22 Thus, if the four values are represented using apair of binary digits, with the �rst representing the assertion, and the second thepresupposition, then, for instance, h0; 1i will mean that the assertion is not satis�ed,although the presupposition is.Treating a four valued semantics as consisting of two boolean coordinates al-lows for a straightforward introduction of the tools of classical logic to study anessentially non-classical system, and this enabled Karttunen and Peters to providecompositionally derived two-dimensional interpretations for a fragment of Englishusing the classical IL of Montague (familiarity with which I assume). To illustratethe approach, let us suppose that expressions of English are associated with twotranslation functions, A, and P . A maps expressions to IL formulae representing itsassertion, and P likewise maps to an IL representation of the presupposition. Giventhat the assertion and presupposition of an expression are assumed by Karttunenand Peters to have identical IL types, and that for English sentences this type isthat of truth values, the two dimensional interpretation of a sentence S relativeto an IL modelM and assignment g will be h[[A(S)]]M,g; [[P(S)]]M,gi. Now we mightassociate with conditionals, for instance, the following translation rule pair:21Cooper [ Co83] presents an interesting empirical justi�cation for the use of a fourth value, sug-gesting that whilst the third value is used to represent presupposition failure, a fourth value isrequired to signal acts of presupposition denial. This idea, which enables Cooper to give some ex-planation of cancellation e�ects without postulating an ambiguity of negation (or other operators)has not, to my knowledge, been taken up elsewhere.22What are here called assertion and presupposition are for Herzberger correspondence and biva-lence, and for Karttunen and Peters entailment and conventional implicature. The theories di�erconsiderably in philosophical motivation, in that whilst Herzberger's could be reasonably termeda semantic account, Karttunen and Peters' is not presented as such. However, the fact that Kart-tunen and Peters give a pragmatic explication of their second dimension of evaluation is irrelevantto most of the technicalities.



20 David Beaver Ch. 1A(If S1 then S2) =A(S1)! A(S2)P(If S1 then S2) =P(S1) ^ P(S2)This particular rule pair, de�nes a notion of implication comparable with theBochvar internal implication. If we associate the value h1; 1i with t, h0; 1i with f ,and the remaining two values both with ?, then a sentence `If S1 then S2' will takethe value ? just in case either S1 or S2 takes this value, and otherwise will take thestandard classical value.23The same approach is extendible to other types. Let us suppose that a sentenceof the form `The guest Xs' involves the assertion of the existence of a guest withproperty X and presupposition of the uniqueness of the guest, and that a sentence ofthe form `y curtsied' carries the assertion that y performed the appropriate physicalmovement, and the presupposition that y is female. Then assuming appropriatebasic translations, constants guest, curtsied and female, and meaning postulatesguaranteeing that, for instance, the constant curtsied stands in the correct relationto other constants relevant to the physical act of curtseying, part of the derivation ofthe meaning of the sentence `The guest curtsied' might run | departing somewhatfrom Karttunen and Peters' original system | as follows:A(the guest) = �X[9yguest(y) ^X(y)]P(the guest) = �X[9yguest(y) ^ 8z[guest(z)! x = z] ^X(y)]A(curtsied) = curtsiedP(curtsied) = femaleA(the guest curtsied) =A(the guest):A(curtsied)= �X[9y[guest(y)^X(y)]](curtsied)= 9y[guest(y)^ curtsied(y)]P(the guest curtsied) =P(the guest):P(curtsied)23This two dimensional version of Bochvar's internal implication is found in the �rst systemsproposed in [ Her73]. Note that the other Bochvar internal connectives can be de�ned similarly,such that in each case the assertion is de�ned entirely in terms of the assertion of the arguments,and the presupposition is de�ned entirely in terms of the presuppositions of the arguments. Thisyields what is termed (following Jankowski) a cross-product logic. However, both Herzberger andKarttunen and Peters also de�ne operators for which this property does not hold. For instance,the two dimensional version of Bochvar's assertion operator considered by Herzberger, thought ofas a semantics for the English `it is the case that' locution, could be de�ned:A(it is the case that S) =A(S) ^ P(S)P(it is the case that S) = THere the assertion is de�ned in terms of both the assertion and presupposition of its argument.



Section 2 Presupposition 21= �X[9y[guest(y)^ 8z[guest(z)! x = z] ^X(y)]](female)= 9y[guest(y)^ 8z[guest(z)! x = z] ^ female(y)]Thus we derive the assertion that a guest curtsied, and the presupposition thatthere is exactly one guest and that guest is female. The approach seems quitegeneral, but Karttunen and Peters observe, in a by now infamous footnote, thatthere is a problem associated with their interpretation of existentially quanti�edsentences. According to their theory, a sentence of the form `An X Ys' carries theassertion that an individual in the assertional extension of X has the property givenby the assertional component of Y. Further, the sentence carries the presuppositions(1) that some individual is in the presuppositional extension of X, and (2) that someindividual in the assertional extension of X is in the presuppositional extension ofY. What might be referred to as the binding problem is that there is no link betweenthe variables bound in the assertion and in the presupposition. In particular, there isno guarantee that any entity satis�es both the assertional and the presuppositionalrequirements.For instance, the sentence `Somebody curtsied' will be given the assertion9y person(y)^curtsied(y), i.e. that somebody performed the physical act of curtsey-ing, and the presupposition 9y person(y)^ female(y), i.e. that somebody is female.Crucially, this fails to enforce the common-sensical constraint that the person whocurtseyed is female. One possible �x would amount to making all presuppositionsalso assertions, which is standard in some of the accounts to be considered in thenext section. In fact, as will be discussed there, there is a separate reason to makepresuppositions also part of the asserted content, for without this one cannot easilyexplain why although presuppositions are commonly defeasible, presuppositions ofsimple positive sentences are not. If the presupposition is also part of the assertion,then the reason for this indefeasibility has nothing to do with the presuppositionaldimension itself, but derives from the fact that one cannot ordinarily deny one'sown assertions, or make assertions which one knows to be false.2.4. Pragmatic ExtensionsLittle if any recent work has advocated a pure multivalent/partial account of pre-supposition. Rather, even where multivalence/partiality is taken as the core of atreatment of presupposition, it is usually assumed that some pragmatic componentwill be required in addition:{ Karttunen and Peters [ KP79] assume that conversational implicatures willstrengthen some of the weak presuppositions generated.{ Link [ Li86] assumes a cancellation-like mechanism whereby a presuppositionalexpression can sometimes be co-asserted. Whether an expression is indeed co-asserted must be controlled by pragmatic factors (c.f. discussion of the oating-Atheory, above).{ Seuren [ Seu85] embeds a strong Kleene system (with an additional negation)within a general theory of discourse interpretation. Further, he supposes that a



22 David Beaver Ch. 1mechanism of backward suppletion (similar to that which is below called accom-modation) will repair the discourse context in cases of presupposition failure.{ Burton-Roberts [ Bu89a] discusses a meta-linguistic use of negation which heargues enables treatment of cancellation cases without postulation of a lexicalambiguity of negation. He also provides essentially pragmatic argumentation toestablish whether the falsity of a sentence's presupposition leads to the unde-�nedness of the sentence.{ Kracht [ Krac94] argues that processing considerations can inuence the way inwhich a connective is interpreted, and in this way reasons to each connectivehaving multiple (trivalent) realisations.3. Part-time PresuppositionThe theories to be discussed in this section have two things in common. Firstly,they are, in a sense, the only true projection theories: the set of presuppositionsassociated with the utterance of a complex sentence is a subset of the set of elemen-tary presuppositions of that sentence. We can thus say that these theories de�ne(relative to a context) a projection function which determines for each elementarypresupposition whether it is projected or not. Secondly, this projection function iscontext sensitive. Thus whereas for the theories discussed in the previous sectionpresupposition was understood as a binary relation between sentences, the theoriesto be discussed now involve de�nitions of presupposition as a three place relationbetween a pair of sentence and a context of evaluation. Alternatively, if an utteranceis de�ned as a pair of a sentence (or set of sentences) and a linguistic context, thenpresupposition becomes a two place relation between an utterance and a sentence.A part-time theory (the term is used in Karttunen's [ Kar74]) is one where un-wanted presuppositions simply vanish. One can identify two means of producingthis e�ect, which may be termed cancellation and �ltering. These are commonlyregarded as opposing approaches to the treatment of presupposition, but the twoare closely related variations on a single theme:(i) The grammar and lexicon together encode a way of calculating for eachsimple sentence a set of potential presuppositions.(ii) The set of presuppositions of a complex sentence is a subset of the unionof the potential presupposition sets of the simple subsentences. Call this subset theprojection set.(iii) The calculation of the projection set is sensitive to linguistic context (con-ceived of as a set of sentences), and relies on one or both of the following twostrategies:Local �ltering For each subsentence S consisting of an operator embedding fur-ther subsentences as arguments, S not only carries its own potential presup-positions, but also inherits a subset of the potential presuppositions of thearguments.Global cancellation Pragmatic principles determine a function from tuples con-sisting of the context, the set of potential presuppositions, the assertive content



Section 3 Presupposition 23of the sentence, and (except in the version in [ vdS88]) a set of Gricean impli-catures of the sentence, to that subset of the potential presuppositions whichis projected.3.1. Plugs, Holes and FiltersKarttunen [ Kar73, p.178] introduced the following taxonomy:Plugs: predicates which block o� all the presupposition of the complementsentence [examples include `say', `mention', `tell, ask'];Holes: predicates which let all the presuppositions of the complement sen-tence become presuppositions of the matrix sentence [examples include`know', `regret', `understand', `be possible', `not']; ;Filters: predicates which, under certain conditions, cancel some of the pre-suppositions of the arguments [examples include if-then, `either-or', `and'].Karttunen's 1973 paper provides two related models of projection: the secondmodel can be seen formally as a generalisation of the �rst. De�nition 3.1, below,gives a function P which maps every formula of a language onto a set of formulaewhich are its presuppositions relative to a context C. This context, what Karttunencalls \a set of assumed facts" should here be a set of formulae, and the �rst versionof Karttunen's model (which he de�ned without reference to this extra parameter)is obtained simply by assuming the context to be empty. The language over which3.1 is given is PrL with the addition of two sets of sentential operators H and P,corresponding to hole predicates and plug predicates respectively.De�nition 3.1 (Karttunen '73 Presuppositions wrt. a Context).PC(p) = ; (for atomic p)(3.1) PC(� ) = f g [ PC(�) [ PC( )(3.2) PC(O�) = ; (for O 2P)(3.3) PC(O�) = PC(�) (for O 2H)(3.4) PC(:�) = PC(�)(3.5)PC(� ^  ) = PC(�!  )(3.6) = PC(�) [ f� 2 PC( ) j C;� 6j= �g(3.7)PC(� _  ) = PC(�) [ f� 2 PC( ) j C;:� 6j= �g(3.8) ��C i�  2 PC(�)(3.9) �� i� ��; (3.10)The �rst �ve clauses of this de�nition are straightforward: atomic formulae, byassumption, have no presuppositions; a formula � presupposes and anything that



24 David Beaver Ch. 1� or  presupposes; a plug embedding a formula carries no presuppositions, whilsta hole (of which internal negation is an example) carries just the presuppositionsof its sentential argument. The binary connectives, which act as �lters, are moreinteresting. Firstly, conjunction and implication. These carry all the presuppositionsof the �rst argument, but only those presuppositions of the second argument whichare not entailed by a combination of the context and the �rst argument. Considerthe following:(3.11)If David wrote the article and the knowledge that ([i] he wrote it/[ii] nodecent logician was involved) disturbs the editors, they'll read the manuscriptvery carefully.The presupposition that David wrote the article triggered in the right hand con-junct of the antecedent of 3.11(i) is cancelled. Even ignoring the context (i.e. settingit to the emptyset so as to get the �rst version of Karttunen's 1973 model), thisresult is predicted. The LF of 3.11(i) has the general form (�^  �)! �. Since theleft conjunct of the antecedent entails the presupposition of the right conjunct, thepresupposition is �ltered.It is easy to �nd formulae for which, in the absence of a special context, �lteringdoes not occur. For instance on de�nition 3.1 we have (for independent �;  ; �; !)that (� ^  !) ! ! �!. Thus, in the absence of a special context, 3.11(ii) ispredicted to presuppose that no decent logician was involved (in writing the article).But if the context contains (or entails) � ! !, then the presupposition is �ltered:(� ^  !) ! ! ��!!!. In the absence of a special context, it is not immediatelyobvious whether the presupposition in 3.11(ii) does simply disappear. However, itdoes seem to be the case that if it is established in the context that David is not adecent logician (which presumably entails the conditional �! !, i.e. that if Davidwrote the article then no decent logician was involved), then the presuppositionthat no decent logician was involved does not project.There remains unclarity. What is the status of the \set of assumed facts"? Shouldthis set contain only propositions which are commonly known to all interlocutors,or can it contain propositions which only the hearer, or perhaps only the speaker,take to be common? And what is the status of a presupposition: is it also somesort of assumed fact? What makes it even harder to say what presuppositionsreally are in this account, as well as providing some empirical problems, is that aformula may have contrary presuppositions. For instance the following sentence (ofa type originally discussed by Hausser [ Ha76]) contains two instances of factiveconstructions, `knows' and `is upset', but the presuppositions conict with eachother, and are not projected:(3.12)Either Fred knows he's won or he's upset that he hasn't.If we analyse 3.12 as having the form � _ �: , the set of presuppositions pre-dicted by the above de�nition is f ;�g.



Section 3 Presupposition 253.2. Global CancellationThe model presented by Gazdar in [ Gaz79a], like Karttunen's revised �lteringmodel, is context sensitive, provides an account of the presuppositions of utter-ances rather than sentences, and predicts the presuppositions of an utterance to bea subset of the potential presuppositions of the component sentences. Unlike Kart-tunen's model, the presuppositions are not calculated by bottom-up �ltering but bya global cancellation mechanism. All the potential presuppositions of componentsentences are collected together into one set, and from that set are removed anymembers which conict with (1) propositions in the previous context, (2) the en-tailments of the utterance, (3) various implicatures associated with the utterance,or (4) each other. Those potential presuppositions surviving this tough selectionprocess go on to become full presuppositions of the utterance.The basic idea that something cannot be presupposed if that would conict withimplicatures of the utterance is already found in Stalnaker's discussion of Kart-tunen's full-factive/semi-factive distinction [ St74, pp.207{210]. Further, Soamesproposed independently of Gazdar that defeat by implicature should be the centralnotion of a theory of presupposition projection: \A speaker who utters a truth-functional compound, question or epistemic modal indicates that he is presupposingall of the presuppositions of its constituents unless he conversationally implicates(or explicitly states) otherwise."[ So79, p.653]. Kempson [ Kem75], Wilson [ Wi75]and Atlas [ At76, At77] (see also [ AL81]) had all recognised that conversationalfactors determine whether or not a presupposition is projected, although their gen-eral strategy was of trying to �nd implicature-based explanations of all cases wherepresuppositions do project, rather than assuming by default that they project andonly seeking implicature-based explanations of cases where presuppositions are can-celed.Gazdar's theory of presupposition, however, provides the �rst formalisation of thistype of account. It is set within a dynamic model of meaning, in which discoursecontexts | sets of propositions | are progressively updated with the informationin succeeding utterances. Note that the dynamism is found only at the level oftexts, and does not extend downwards to the interpretation of the constituents ofsentences. In this respect Gazdar's model contrasts with the accounts of presup-position proposed by Karttunen [ Kar74] and Heim [ Hei83a], as well as with theaccounts of anaphora proposed by Kamp [ Kam81], Heim [ Hei82, Hei83b] andGroenendijk and Stokhof [ GS91a], all of which employ dynamic interpretation atthe subsentence level.Central to Gazdar's model is his notion of satis�able incrementation. The satis�-able incrementation of a context X with a set Y of propositions is just the originalcontext plus all those propositions in Y which cannot introduce inconsistency, wherea proposition y cannot introduce inconsistency just in case all consistent subsets ofX [Y are still consistent after addition of y. The following de�nition (almost iden-tical to Gazdar's) results:



26 David Beaver Ch. 1De�nition 3.2 (Consistency, Satis�able Incrementation).cons(X) i� X 6j= ?X[!Y = X [ fy 2 Y j 8Z � (X [ Y ) ( cons(Z)! cons(Z [ fyg) )gFor example, if X = fp; qg and Y = f:p; r; s;:sg, with all atomic formulaeassumed logically independent, then X[!Y = fp; q; rg. The proposition :p cannotbe added because it is inconsistent with X, s cannot be added because there areconsistent subsets of X [ Y (e.g. fp; q;:sg) which become inconsistent when s isadded to them, and similarly for :s.Gazdar is concerned with reasoning about the hearer's knowledge of the speaker.For that reason a Gazdarian context is just a set of epistemic formulae, formulae ofHintikka's logic of knowledge and belief [ Hi62]. The symbol j= will now represententailment in this logic, and K can be thought of as `the speaker knows that'.The need for an epistemic logic arises from the treatment of implicatures, someof which are inherently epistemic. The discussion below, unlike Gazdar's originaltheory, will be restricted to one class of epistemic implicatures, so-called clausalimplicatures. For instance, a sentence `if Mary's happy then she is singing' carries aclausal implicature that the speaker does not know whether Mary is in fact happy(or whether she is happy), and more generally when an utterance does not decide thetruth of some embedded sentence there is an implicature that the speaker does notknow whether that embedded sentence is true. De�nition 3.3, below, begins with thepotential presuppositions PP(�) of a formula � and the potential implicatures PI:both of these de�nitions utilise a function `sub' which is assumed to map a formulaonto the set of all its subformula. The potential presuppositions is just the set ofsubformulae occurring as subscripts (i.e. as second argument to the presuppositionalconnective), and potential implicatures are triggered by any subformula for whichthe formula as a whole neither entails the subformula nor its negation.Using the notation �0 to mean a formula of PrL with all the instances of for-mulae � replaced by � ^  , what we may call the assertion of �, a function ?�is de�ned. This maps a context C onto a new context which is just C with theproposition that the speaker knows �0 added, and then all the compatible potentialimplicatures added. The full update of C with a formula � is given by C+�, whichis just C ? � with all the compatible presuppositions added. Finally, we arrive atde�nitions of presupposition, ��C holds just in case  is added to the contextin the presuppositional stage of the update of C with �, and �� , if that is so foran empty context. Additionally we de�ne a presuppositionally sensitive notion ofimplication, jj=:



Section 3 Presupposition 27De�nition 3.3 (Gazdarian Presuppositions).PP(�) = fK j for some �;� 2 sub(�)gPI(�) = f:K ^ :K: j  2 sub(�) ^ � 6j=  ^ � 6j= : gC ? � = C [ fK�0g[!PI(�)C + � = C ? �[!PP(�)��C i� C + � j=  and C ? � 6j=  �� i� ��; �jj= i� ;+ � j=  The reader should verify that under these de�nitions presuppositions project insimple cases of embedding. Further, cancellation is correctly predicted in a widerange of cases, for instance the following:(3.13)The King of France is not bald: there is no King of France.(3.14)If the King of France is bald, then I'm a Dutchman: there is no King of France.(3.15)I don't know that Louis is bald.(3.16)If David wrote the article then the knowledge that he wrote it will confoundthe editors.Let  be the proposition that there is a French King, and � be the propositionthat this individual is bald. Then the �rst example, 3.13, becomes :(� ) ^ : .Cancellation is correctly predicted: :(� ) ^ : 6 jj=  . Note that in the absenceof further information presuppositions project from negative sentences, so that the�rst clause alone does imply the existence of a French King: :(� )jj=  .In 3.14 (as uttered by, say, an Englishman) the presupposition of the de�nitein the �rst sentence, that there is a French King, is once again canceled. On theassumption that the consequent of the conditional is intended as obviously false,and may be translated as if it were simply a contradictory proposition representedby ?, we derive a translation � !?)^: . The Gazdarian account again correctlypredicts cancellation: � !?) ^ : ; 6 jj=  . Under the translations given here it isscarcely surprising that 3.13 and 3.13 manifest similar projection properties, butnote that under some accounts this could be seen as problematic. I am thinking hereof theories (like the partial and multivalent theories considered earlier) that explainthe occasional failure of presuppositions to project from under negations, as in3.13, by postulating an ambiguity of negation, so that the ordinary presupposition-projecting translation of the �rst clause of 3.13 alone would in fact use a di�erentnegation to that involved in the cancellation reading of the whole example. This isa quite consistent position to take, but as the beginnings of a general account of thephenomenon of cancellation it is at least tested by examples like 3.14. For to explaincancellation in 3.14, the supporter of an ambiguity hypothesis would presumably



28 David Beaver Ch. 1have to postulate ambiguity of the English conditional. One then wonders wherethis multiplication of homonyms will end: could all embedding constructions endup ambiguous between projecting and cancelling interpretations? This would be anunattractive result.Example 3.15 is a historically interesting type of cancellation sentence which ledsome theorists, starting with Karttunen [ Kar71], to postulate that there is a classof attitude verbs, the so-called semi-factives, which in some cases fail to carry apresupposition. Gazdar [ Gaz79a, pp.153{154] was able to show that his theorycould be used to formalise an alternative explanation arising with Stalnaker [ St74].Take K to be a modal operator translating `I know', and translate `I know thatLouis is bald' as K(�)�, where � is the proposition that Louis is bald. Updatingwith the formula's assertion results in a context containing :(� ^K(�)), which inHintikka's logic entails :K(�). This is su�cient to prevent the potential presup-position K(�) from being projected. It is crucial to the argumentation that theformula explicitly concerns the speaker's beliefs, and it is correctly predicted thatwhilst cancellation takes place in 3.15, it does not in the structurally similar `Mariedoesn't know that Louis is bald'. Likewise, no cancellation is predicted if `know' issubstituted for a factive verb that does not assert something about the speaker'sknowledge: `I don't regret that Louis is bald' does imply that the speaker takes Louisto be bald. So the cancellation in 3.15 does not take place because of any specialnon-presuppositional meaning of `know', as Kartunnen would suggest, but becausethe ordinary lexical semantics of `know' means that it can be used to address issuesrelevant to projection.In example 3.16, translated as � !  �, a potential implicature is generatedby the occurence of � in the antecedent of the conditional, which results in :K�being added to the context. This is su�cient to block projection of the potentialpresupposition K�. A similar cancellation e�ect would be derived for the earlierexample 3.11(i), but, as will be seen later, this type of clausal-implicature dependentcancellation does not always produce the right results.3.3. The Pre- in PresuppositionIn what sense is Gazdar's theory an account of `presupposition'? I do not meanto suggest that it does not provide an account of presuppositional data. I merelymean that the account does not bear any relation to the fairly intuitive notionof presuppositions as previous assumptions. Indeed, since presuppositions are thelast things to be added in Gazdar's de�nition of update, perhaps it would be morenatural to call them post-suppositions. To me, at least, the major achievement ofthe theory �rst presented in van der Sandt's thesis [ vdS82], which only appearedin English somewhat later in [ vdS88], is that it does succeed in reconciling ideasfrom Gazdar's cancellation account with what I take to be the intuitive notion ofpresupposition. I will term van der Sandt's 1982/87 account his cancellation theory,to distinguish it from his later DRT-based theory.One crucial but disarmingly simple insight could be said to drive van der Sandt's



Section 3 Presupposition 29cancellation theory. Suppose a sentence S can be coherently uttered in a context �,and that one of the constituents of S carries a potential presupposition expressibleusing the sentence P. If in � the text made up of P followed by S is coherent,then utterances of S in � will carry the presupposition P, i.e. P is projected, andotherwise P is canceled (see [ vdS88, pp.185{189]). For example, the sentence S=`If Mary is married then her husband is away.' does not presuppose that Mary has ahusband, since the the discourse consisting of `Mary has a husband.' followed by Sis strange.Coherence of a discourse, what van der Sandt expresses as \acceptability in acontext", here comes down to the requirement that every clause is both consistentand informative. And it is in this de�nition that we see a synthesis of ideas of contextchange originating with Stalnaker and Karttunenwith an otherwise quite Gazdarianaccount. Acceptability of a sentence S in a context � is the requirement that foreach clause S' appearing in S (other than within a presuppositional expression) �neither entails S' nor entails the contrary of S'. If this requirement is not met, thenS will not be a maximally e�cient (i.e. compact) way of communicating whateverinformation it conveys in that context. I simplify by taking a context to be a set ofsentences, although van der Sandt allows for contexts to contain certain additionalinformation.De�nition 3.4 (Presuppositions in van der Sandt's Cancellation Account).Given that all the potential presuppositions (or elementary presuppositions in vander Sandt's terminology) of S are collected in the set �, the presuppositions of S incontext � are those propositions � such that:(i) � 2 �(ii) For any  2 �, � [ f�;  g 6j= ?(iii) S is acceptable in the context � [ f�gAlthough there are problems associate with this de�nition24, the intuition is clear,as the treatment of as treatment of 3.17 should illustrate:24The de�nition is essentially that given by van der Sandt as \D-7" [ vdS88, p.203]. There appearto be two major errors. A �rst problem is that the second clause only checks for consistency of pairsof potential presuppositions. It is easy to manufacture an example where all pairs are consistentbut the triples are not. Suppose the context � contains the proposition that exactly two peoplewhistled, and that S= `Sherlock has discovered that Watson whistled, or he's discovered that Mycroftwhistled, or he's discovered that Moriaty whistled'. Now we might take � to be the set f `Watsonwhistled', `Mycroft whistled', Moriaty whistledg. Any pair of elements of this set is consistent with �although, assuming non-identity of Watson, Mycroft and Moriaty, the three elements together areinconsistent with �. The above de�nition would incorrectly predict that all elements of � becomefull presuppositions even in a context where their joint addition produces inconsistency.A similar problem ensues from the third clause, which checks that addition of each presupposi-tion to � would not make S unacceptable, but does not ensure that if all the presuppositions areadded to � the resulting context accepts S. Again we can manufacture a rather arti�cial exampleto illustrate the point. Suppose � is empty, and S = `If John is an only child then he doesn't regretthat he has no brothers and he doesn't regret that he has no sisters.' It seems plausible that � shouldbe the set fJohn has no brothers, John has no sistersg. Since these are consistent with each other,and since S is acceptable in either of the contexts produced by adding an element of � to �, vander Sandt predicts that both members of � become full presuppositions. This is inappropriate,



30 David Beaver Ch. 1(3.17)' If Mary is sleeping then Fred is annoyed that she is sleeping.Suppose that the context is empty. For 3.17, � is just the singleton set fMary issleepingg, the one potential presupposition being triggered by the factive `annoyed'.We can test whether the potential presupposition is actually presupposed by addingit to the context and checking that all the subsentences in 3.17 not appearing inpresuppositional expressions are neither entailed nor contradicted in the resultingcontext. Since the resulting context fMary is sleepingg entails one of the subsen-tences, i.e. the antecedent of the conditional, we can conclude that the propositionthat Mary is sleeping is not being presupposed, for if it were then 3.17 would beine�cient, and hence unacceptable.Aside from van der Sandt's proposal, there are by now a number of other the-ories which utilise Gazdar's approach of making presuppositions true by default.Mercer's cancellation account [ Me87, Me92] takes Gazdar's insight that presup-positions normally project, and are only canceled as a result of conict with con-text or implicatures, and formalises that by explicitly encoding Gazdar's potentialpresuppositions as default inference rules within Reiter's Default Logic. Mercer'sformulation is closer to the general framework I have espoused here than Gazdar's,in that Mercer explicitly formulates his theory in terms of a notion of presuppo-sition sensitive implication, that notion of implication being drawn directly fromDefault Logic. Indeed, Mercer describes his theory as not being a theory of pre-supposition projection per se, but as a theory of presuppositional inference. Otherrecent cancellation accounts include those of Bridge [ Br91], Gervas [ Ger95], Hor-ton ??, Marcu [ Ma94], Morreau [ Morr95], and Sch�oter [ Sch�o95, Sch�o:MS]. Theseaccounts exhibit considerable technical and descriptive variation, but all centre onpresuppositions being defeasible inferences.4. Dynamic SemanticsAll of the major contemporary theories of presupposition projection are in one wayor another dynamic theories, making crucial use of the way in which the epistemicstate of an agent changes as the interpretation process proceeds. We have alreadyseen that the cancellation theory of Gazdar [ Gaz79a], although based on a classicalstatic semantics, involves pragmatic mechanisms controlling the evolution of a setof accepted propositions. In such a theory we may say that the static interpretationof a sentence acts as a middleman between the syntax of language and pragmaticprocesses controlling the changing state of the language user. In this section wesince both elements of � taken together entail that John is an only child, so that if both are beingassumed then the antecedent of the conditional is uninformative. In a context to which thosepresuppositions have been added, S will convey only the same information as the sentence `Johndoesn't regret that he has no brothers and he doesn't regret that he has no sisters.'Clearly the technical apparatus proposed by van der Sandt does not quite square up withwhat I take to be the intuition behind that apparatus, namely that in a context containing thepresuppositions, S should be maximally e�cient. See also Burton-Roberts review article, [ Bu89c],for some quite di�erent criticisms of van der Sandt's D-7.



Section 4 Presupposition 31will be concerned with theories which cut out this middleman, so that language isinterpreted directly into a domain of state-changing operations. The term dynamicsemantics will be used, meaning that there is some composition-preserving mapfrom a domain of syntactic objects to a domain of meanings, such that objects ofsentential category are mapped onto a certain class of operations. These operationsmust be such that they can act on the state of information of some agent to producea new state.In general, the successful performance of an operation may require certain pre-conditions to be met. Open heart surgery requires a steady hand and a fair amountof equipment, and the operation of buttering toast also requires both a steady handand a certain minimal set of ingredients. The central idea of the dynamic semanticapproach to presupposition is that the operation of modifying an information statemay require certain of the ingredients to be already present. For instance \Oh no!I've dropped the knife." may be understood as an operation to update a state whichin some way determines a salient knife (the crucial ingredient) with the informationthat the object in question has been lost. This will lead to a formal model of pre-supposition which is intuitive in the sense that it accords closely with the everydayusage of the term as a proposition taken to be accepted in advance. The outline ofthe model runs as follows:{ An information state is comparable to a partial model, with respect to whichsome propositions are satis�ed, some are falsi�ed, and others are neither satis�ednor falsi�ed.{ Sentences are interpreted as update operationsmapping states to states. However,it may be that for some state the update operation cannot succeed, in which casethe sentence is said to be inadmissable in that state. One sentence presupposesanother if all states admitting the �rst satisfy the second.{ When evaluating a complex syntactic expression in a certain input context, thesemantics of the functor should determine what input states are used locally inthe evaluation of the argument expressions. Basic projection facts are explainedby assuming that a complex expression is only admissable in a state if the theargument expressions are all admitted in their local input states.To reiterate, the use of the term dynamic semantics is not meant to imply thatthe models to be discussed will be semantical in the classical sense of concerning astatic relation between the word and the world, for the chief philosophical advanceof the models to be discussed is the combination of what had been thought of asdistinct pragmatic and semantic aspects of meaning and interpretation into unitarytheories. Rather, the term semantic will be applied to aspects of meaning whichare naturally incorporated into the compositional description of a grammar, andaspects of meaning will be termed pragmatic if they are not naturally folded intothe compositional grammar. Of course, in using the term natural here, I am alreadyimplicitly accepting that the distinction is not hard and fast.



32 David Beaver Ch. 14.1. From Projection to SatisfactionThe [ Kar73] de�nition of presupposition involved a special contextual parameterfor \a set of assumed facts", utterance presuppositions being calculated relativeto such a set. However, it is not clear in this theory how the set of assumed factsand the set of (utterance) presuppositions are to be understood, and what, froma philosophical perspective, is meant to be the relation between them. In [ Kar74]Karttunen brilliantly resolved these di�culties, essentially by turning the projec-tion problem, as then conceived, on its head. Instead of considering directly howthe presuppositions of the parts of a sentence determine the presuppositions of thewhole, he suggests we should �rst consider how the global context of utterance ofa complex sentence determines the local linguistic context in which the parts ofthe sentence are interpreted, and derive from this a way of calculating which globalcontexts of utterance lead to local satisfaction of the presuppositions. He gives aformal de�nition of when a context satis�es-the-presuppositions-of | or admits |a formula. A simple sentence p will be admitted in a context A (here written A >p)if and only if the primitive presuppositions of p are satis�ed in A, where the nat-ural notion of contextual satisfaction is just classical entailment. When a complexsentence is evaluated in some context, however, presuppositions belonging to theparts of the sentence need not necessarily be satis�ed in that context. For example,if a sentence s of the form \p and q" occurs in a context A, the conditions for s tobe admitted in A are that p is admitted in A and q is admitted in a new contextproduced by adding p to C. Note that essentially the same idea was independentlydeveloped by Stalnaker, who comments, in the case of conjunction: \If one asserts aproposition using a conjunctive sentence : : : the presuppositions will change in themiddle of the assertion. The �rst conjunct will be added to the initial presupposi-tions before the second conjunct is asserted."??p.455]stalnaker:pres In reading thisquote it is perhaps illuminating to substitute information state for presuppositions,since Stalnaker's notion of presupposition is intended to capture something like theset of propositions assumed by the speaker to be in the common ground, and notany speci�c set of propositions attached to a sentence. De�nition 4.1, below, showshow such ideas can be applied to PrL:De�nition 4.1.A > � i� A j=  and A > �(4.1) A > p for any atomic p(4.2) A > :� i� A > �(4.3) A > � ^  i� A > � and A [ f�g >  (4.4)A > �!  i� A > � and A [ f�g >  (4.5) A > � _  i� A > � and A [ f:�g >  (4.6)Presupposition may be formally de�ned as follows:



Section 4 Presupposition 33De�nition 4.2.�� i� 8A A > � ) A j=  The empirical motivation Karttunen presents for this theory is much the same asfor his earlier theory as considered in the previous section. For instance, considerthe formula (�^ �)! �, which was given as a translation for 3.11(i). Admittanceof the whole formula in a context A depends on admittance of the formula  � in alocal context A[f�g: but this is guaranteed irrespective of A. Thus the formula asa whole is admitted in all contexts, and there is no non-trivial presupposition.This is more or less the result that would have obtained in the earlier Karttunentheory [ Kar73] discussed in the previous section, but the \more or less" caveat issigni�cant. Whereas Karttunen's 1973 theory predicts no presupposition for thisexample, the 1974 theory predicts that all tautologies are presupposed by everyformula. Furthermore, when the 1974 theory does predict a non-trivial presupposi-tion, all the entailments of that presupposition are also presuppositions themselves,unlike in the 1973 theory. This di�erence is revealing, for it shows that [ Kar74] isnot a �ltering model at all, for the presuppositions of a sentence are not in generala subset of the elementary presuppositions of its parts (although this would be thecase for the part of the theory in ?? if � always mapped propositions onto setsof elementary presuppositions closed under logical consequence). Furthermore, thedi�erence is not just that entailments of presuppositions are predicted to be pre-supposed. More interestingly, we will see that there is a whole class of cases where?? predicts a non-trivial presupposition which is not a member of the elementarypresupposition set at all, when the earlier Karttunen model would predict no pre-supposition at all.25 Here is a summary of the presupposition projection propertiesarising from de�nitions ?? and 4.2:Fact 4.3.If � presupposes  then:(i) :�, � ^  , �!  and � _  all presuppose  (ii) � ^ �, �! � and � _ � all presuppose �! �(iii) � _ � presupposes :� ! �It can be seen that when a presupposition trigger is found on the right-handside of a connective, a conditional presupposition results, although this conditionalwill not in general be one of the elementary presuppositions itself. So a concretecases where the 1973 and 1974 theories vary is the formula � !  �, given as thetranslation of the earlier example 2.1. The 1973 model predicts, in the absence ofa special set of \assumed facts", the presupposition �, whereas the 1974 theorypredicts the presupposition �! �.25A similar point is made By Geurts in [ Geu95].



34 David Beaver Ch. 14.2. Context Change PotentialAlthough Karttunen's 1974 model resolved the tension created by the simultane-ous presence in his earlier work of distinct notions of assumption and utterancepresupposition, it left unresolved one crucial issue: what is supposed to be the re-lationship between the de�nition of admission for an expression and the semanticsof that expression. Judging from the developments in Karttunen and Peter's laterwork [ KP79], one might conclude that admission conditions and semantics are sep-arate and unrelated parts of a grammar, but some authors see this as a weaknessof the theory. Gazdar [ Gaz79b, pp. 58{59], who does not distinguish between theKarttunen's 1973 and 1974 accounts, caricatures Karttunen's justi�cation for whypresuppositions sometimes disappear as \Because those presuppositions have been�ltered out by my �lter conditions." Gazdar suggests that an explanatorily ade-quate model should not only stipulate �ltering conditions, but provide independentmotivation for why those conditions are as they are. Although it is di�cult to giveany de�nitive characterisation of exactly when a theory of presupposition is ex-planatorily adequate | and Gazdar's rhetoric provides no such characterisation |it is at least clear that it would be desirable to justify a particular choice of �lteringor admittance conditions. Heim [ Hei83a] attempts to provide such a justi�cation,and at the same time to clarify the relationship between admittance conditionsand semantics. In particular, Heim provides a method of stating semantics, basedon the approach developed in [ Hei82], in such a way that admittance conditionscan be read o� from the semantic de�nitions without having to be stipulated sepa-rately. Crucially, Heim's semantics involves a signi�cant deviation from the classicalTarskian approach, in that rather than viewing meaning as a static relation holdingbetween language and truth in the world, she takes the meaning of an expression tobe a method of updating the information state of communicating agents. I will nowpresent Heim's insights in terms of PrL, the reader being referred to [?, dynamicschapter] for a more careful discussion of the dynamic semantic approach.26In de�nition 4.4 a dynamic semantics is given for a small propositional language.Formulae are interpreted as relations between pairs of information states, the intu-ition being that if a pair h�; �i is in the denotation of a formula, then it is possible toupdate the state � with the formula to produce the state � . Information states arefashioned after the conception in [ St79] as sets of possible worlds, the idea beingthat the set of worlds in an information state represents the set of di�erent ways theworld could be whilst maintaining consistency with all the available information.There are several ways we could answer the question of exactly what an informa-tion state is supposed to be a state of, it being left open for the moment whethera state represents the information of some particular agent, such as a hearer, orrepresents the commonly agreed information of a group of communicating agents,that is to say, the common ground. The clause for atomic propositions in 4.4 says26The move to a dynamic semantic style of presentation for Karttunen-Heim type theories wasmade by van Eijck [ Ei93], Zeevat [ Ze92] and myself [?]. More recent work along these lines may befound in my [ Bea95, Bea94a], Chierchia's [ Ch:MS], and Krahmer's [ Krah93] | the presentationgiven here strongly resembles Krahmer's.



Section 4 Presupposition 35that to update a state with an atomic proposition, all the worlds incompatible withthe proposition must be removed, it being assumed that we have an interpretationfunction giving us for each proposition letter a corresponding set of worlds. Thenext clause says that to update with a conjunction it is necessary to update se-quentially with the left and then the right conjunct, and the �nal clause says thatto update with the negation of a formula one must �nd the set of worlds that iscompatible with the formula, and remove these from the information state.De�nition 4.4. Semantics of an Update Logic For all models M and informa-tion states �; � , the relation [[:]]M (sub-script omitted where unambiguous) is givenrecursively by:�[[patomic]]� i� � = fw 2 � j w 2 F (p)g�[[� ^  ]]� i� 9� �[[�]]�[[ ]]��[[:�]]� i� 9� �[[�]]� ^ � = �n�One may add extend this language with clauses for implication and disjunctionusing, for example, the following classical equivalences27De�nition 4.5.�[[�!  ]]� i� �[[:(� ^ (: ))]]��[[� _  ]]� i� �[[:(:�^ : )]]�Let us say that a state � satis�es a formula � (written � j= �) if and only ifthe state is a �xed point of the formula, which means that updating the state withthe formula will add no new infrmation, and that one formula � entails another (written � j=  ) if any update with the premise formula produces a state infor which updating with the second adds no more information | see [?, dynamicschapter] for discussion of alternative notions of entailment.De�nition 4.6.� j= � i� �[[�]]�� j=  i� 8�; ��[[�]]� ) � j=  At this point, the logic is competely classical, but that changes when presuppo-sitional constructions are introduced. The following de�nition attempts to capturethe intuition that presuppositions place constraints that an input context mustsatisfy in order for there to be an update:27 It will be crucial exactly which classical equivalences are used, since when we extend the languagestill further certain other equivalences, such as commutativity of conjunction, will fail.



36 David Beaver Ch. 1De�nition 4.7.�[[� ]]� i� � j=  and �[[�]]�It is readily seen that the logic is no longer classical. For instance conjunctionis not commutative: the denotations of � ^ � and � ^ � are di�erent, and the�rst may be entailed by a formula which does not entail the second. The followingjusti�es the claim that Karttunen's admittance conditions, and thus his notion ofpresupposition can be read o� from the semantics:Fact 4.8.� >  i� 8�; (9��[[�]]�) i� � j= �Suppose we were to make the philosophically controversial claim that a statement\X knows S" presupposes S and asserts that X believes S. Then `Elspeth knowsthat Fred is happy' might be represented as bel(e, happy(f)happy(f) (= �), wherehappy(f) and bel(e, happy(f) are just atomic propositions. Let the model containonly four worlds, 1��4, such that Fred is happy in the �rst two (ie. I = f1; 2g), andElspeth believes that Fred is happy in the �rst and the third. Consider update of thestate f1; 2g with �. It is necessary �rstly to check that happy(f) is satis�ed, whichit is: f1; 2g j= happy(f). The state must then be updated with bel(e, happy(f). Sincethis proposition holds in world 1 but not in world 2, the �nal output is the statef1g. In contrast, the formula � does not de�ne an update from input state f1; 3; 4gin this model, since f1; 3; 4g: j= happy(f) and if a presupposition is not satis�ed,updating is blocked. In fact in this model the update relation corresponding to thedenotation of � de�nes only the updates f1; 2g =) f1g; f1g =) f1gf2g =) fg.There are no updates from states containing worlds 3 or 4, since the presuppositionis not satis�ed in any of these states. More generally, if 4.8 and 4.2 are taken as thede�nition of presupposition for this sytem, then for arbitrary models it will be thecase that bel(e, happy(f)happy(f) j= happy(f).Note the distinction between presupposition failure and update with contra-dictory information: whereas there is no state that can be obtained by updatingf1; 3; 4g with �, there is a state which can be obtained by updating f2g with �.However, this output state is the empty set, there being no worlds in the modelcompatible with all the information the agent has. It is also worth noting that forthis system the Karttunen de�nition of presupposition is equivalent with one of thestandard semantic notions of presupposition introduced above:Fact 4.9. � presupposes  i� � j=  and :� j=  The reason for this lies in the clause for the interpretation of negation, fromwhich it may be seen that the negation of a formula de�nes an update just incase its positive counterpart does. It is thus obvious that if \Elspeth doesn't knowthat Fred is happy" is represented as :�, then \Elspeth doesn't know that Fred ishappy" has the same presuppositions as \Elspeth knows that Fred is happy". The



Section 4 Presupposition 37reader may care to verify that in the above model, the denotation of :� de�nesonly the updates f1; 2g =) f2g; f1g =) fgf2g =) f2g, mapping states in which itis established that Fred is happy, but not necessarily established whether Elspethbelieves this, to states where it is both established that Fred is happy and thatElspeth does not believe this.4.3. Quantifying-in to PresuppositionsIt is not obvious how to extend the cancellation accounts considered in the previoussection to enable them to deal with open presuppositions, that is, presuppositionscontaining a free variable. Heim showed how this might be achieved in the ContextChange model. We will consider her approach presented in terms of an extensionto the above propositional dynamic logic, and then look at a well known problemwith that approach, and, briey, some possible solutions.One could imagine introducing variables into the above system in a relativelyconservative fashion, maintaining classical notions of scope and binding28. The ap-proach Heim took, developed from that in her thesis, was more radical, and allowsfor binding of variables which fall outside of the conventional scope of their introduc-ing quanti�er. This non-standard treatment of variables was originally motivatedin terms of pronomina in donkey and intersentential anaphora, but given the tightrelationship between presupposition and anaphora, to which we shall turn later,it is also of relevance to crucial classes of presupposition triggers, most obviouslyde�nite descriptions.Models will now be triples hW;D;Ii, where W is a set of worlds, D is a domainof individuals (here assumed constant across worlds) and I maps n-ary predicatesonto sets of (n+1)-ary tuples, where the �rst element of the tuple is understood as aworld index. Heim utilises sequences, such that given a set of variables V , a sequenceis just a partial assignment function mapping a subset of V onto elements of D. AHeimian information state is a set of sequence-world pairs where each sequence hasthe same domain of variables. Each pair encodes one possibility for how the worldis and which objects in that world are under discussion.Before coming to the technicalities, let us consider a simple example: up-date with \a woman curtsied", which will be represented as +x (woman(x) ^curtsied(x)female(x)). Suppose that there are only two worlds in the model, w1and w2, and that the domain contains only two individuals elspeth and fred, suchthat in both worlds elspeth is a woman and female but fred is not. Thus, for ex-ample, I(woman) = fhw1; elspethi; hw2; elspethig. Suppose that elspeth curtsied in28Assuming the model provided appropriate interpretation functions I and domains D, we mightadd the following clauses:�[[P (x1; : : : ; xn)]]f� i� � = fw 2 � j hw; f(x1); : : : ; f(xn)i 2 I(P )g�[[ + x�]]f� i� 9d 2 D �[[�]]f[x 7! d]�Here interpretation is with respect to an assignment function, and f [x 7! d] denotes the interpre-tation function di�ering from f maximally through mapping x onto the object d in the domain.



38 David Beaver Ch. 1w1 but not w2. A minimal state of information with respect to this model will beone where both worlds are still possible and where no individuals have been intro-duced. If we represent a sequence as a list of mappings of the form \var7!object",such that the empty sequence is just an empty list [], then such a minimal statewill be fh[]; w1i; h[]; w2ig. Update of this state begins with extension with valua-tions for x, which produces a state fh[x 7! elspeth]; w1i; h[x 7! elspeth]; w2i; h[x 7!fred]; w1i; h[x 7! fred]; w2ig, a state in which although the value of x is under dis-cussion, there is no information about what this value is. Updating this state withwoman(x) removes sequence-world pairs which do not map x onto an object inthe extension of woman, to produce fh[x 7! elspeth]; w1i; h[x 7! elspeth]; w2ig, astate which still contains the same information about what the world is like as theinitial state, but which additionally determines that the variable x is mapped toelspeth. Given that x is now established to be female, the presuppositional formulafemale(x) is satis�ed. If there had been any sequence-world pairs which did notmap x onto a female, this would not have been the case, and consequently updatewould have failed. Finally, updating with curtsied(x) removes one sequence worldpair to produce the state fh[x 7! elspeth]; w1ig.Following earlier formulations of Heim's insights into DPL-like systems29, we ar-rive at de�nitions for predications and for existential quanti�cation like those in4.10 below. The clause for predication is analogous to that for atomic propositionsin 4.4. Those sequence-world pairs are removed which are incompatible with thepredication, that is, those where the extension of the predicate does not containthe tuple made up of the world and the objects onto which the argument variablesare mapped by the sequence. The interpretation of statements \+x�" involves ex-tending a state with all possible valuations for that variable, and then removing allthose sequence-world pairs which are incompatible with �. One sequence-world pairi = hf; vi extends another j = hg;wi with respect to the variable x (written i >x j)if v = w, f and g agree on all variables apart from x, but f additionally provides avaluation for x. An information state can be updated with +x�, by extending eachof the sequence-world pairs in the state with x and updating the result with �.
29See the Dynamics chapter for details of DPL, introduced in [ GS91a]. Dekker (see eg. [?])provides a reformulation using partial assignments, and [?] draws in the presuppositional aspectsof Heim's proposal.



Section 4 Presupposition 39De�nition 4.10. 30�[[P (x1; : : : ; xn)]]� i� � = fhf;wi 2 � j hw; f(x1); : : : ; f(xn)i 2 I(P )g�[[ + x�]]� i� fi j 9j 2 � ^ i >x jg[[�]]�As things stand the de�nitions for satisfaction of a formula in a state and for theinterpretation of negation are inadequate, since they fail to account for cases wherethe formula introduces a new variable31. If R is a Context Change Potential (ie. abinary relation between information states) then call # R the closure of R, a CCPlike R except for not introducing any new variables. Let us say that one sequence-world pair extends (\>") another if some �nite sequence of extensions of the �rstproduces the second. Now we can de�ne � # R� i� 9��R� ^ � = fi 2 � j 9j >i j 2 �g: that is, the closure of an update relation allows update of a state to thatsubset of sequence-world pairs in the state which have extensions in some updatewith the unclosed relation. This leads to the modi�ed de�nitions for negation andsatisfaction in 4.11. The propositional clause for conjunction in ?? still makes senseat the �rst order level, and the de�nitions for entailment (4.6) and for the semanticsof implications, disjunctions (4.5) and the presupposition operator (4.7) also beingpreserved except that they are de�ned in terms of the new clauses for negation andsatisfaction.De�nition 4.11.�[[:�]]� i� 9� � # [[�]]� ^ � = �n�� j= � i� � # [[�]]�The \+ x" operator can be used to provide neat de�nitions of existential anduniversal quanti�ers obeying the standard duality: 9x � =def +x ^ �, and8x � =def +x ! �. There is a problem in Heim's approach regarding theinteraction of quanti�ers with presuppositions appropriately, and in the currentpresentation this problem manifests itself as the following fact:30As observed in [?], the logic of the resulting system is simpli�ed if requanti�cation over the avariable is forbidden. In the current set up, we might de�ne a function \dom" which mapped astate onto the set of variables given valuations in that state, and then add an extra constrainton the clause for addition of a discourse marker. Similarly, the predication clause in 4.10 seemsinnappropriate in case a predication is evaluated in a state that does not provide valuations forall the predicated variables, and an extra clause can be added requiring this. We arrive at thefollowing:�[[P (x1; : : : ; xn)]]� i� fx1; : : : ; xng � dom(�) ^ � = fhf;wi 2 � j hw; f(x1); : : : ; f(xn)i 2 I(P )g�[[9x�]]� i� x: 2 dom(�) ^ fi j 9j 2 � ^ i >x jg[[�]]�31To see the problem, observe that the negation of a formula is de�ned in terms of set subtraction ofthe set resulting from update with the formula from the input state. But if the formula introducesa new variable, then the result of updating with it will be a disjoint set from the input, so that anegation could only de�ne an identity update.



40 David Beaver Ch. 1Fact 4.12. If � presupposes ', then 9x  ^ � presupposes 8 x  ! 'Suppose that 11 is given the crude translation in 11.(1) { A plane just landed{ 9x plane(x) ^ on-ground(x)(was-airborne(x)).The previous fact means that 11 will be predicted to carry the presupposition8x plane(x) ! was-airborne(x) . So, contrary to intuition, the sentence is pre-dicted to carry the presupposition that every plane, and not just the one thatlanded, was airborne. To understand why the universal presupposition occurs, con-sider how a state I would be updated with 11. Firstly the variable x is initialized,to produce a state J in which there are assignments mapping x onto every objectin the domain. Then the proposition plane(x) is added, removing all those world-assignment pairs where x is not mapped onto a plane to produce a state K. Nextwe arrive at the presupposition was-airborne(x), and update can only continue ifthis is satis�ed in K. For this to be the case every world-assignment pair in K mustmap x onto an object that was airborne. But since for any world still in contention,there are assignments in K mapping x onto every plane in that world, the propo-sition was-airborne(x) will only be satis�ed if in every world in K, every objectwhich is a plane in that world is an object which was airborne. Thus we arrive ata universal presupposition.To some extent this problem is idiosyncratic. There are dynamic systems com-bining treatments of presupposition and quanti�cation, such as those of van Eijck[ Ei93] and Chierchia [ Ch:MS], where existential sentences do not lead to univer-sal presuppositions. In these systems the notion of an information state is quitedi�erent from Heim's, and this is at the heart of the di�erent predictions thatarise. However a Heimian semantics like that presented above can be adapted soas to avoid problematic universal presuppositions without any alteration to thenotion of an information state. It su�ces to make alterations to the semantics ofthe quanti�ers or to the presupposition operator. As discussed in my [ Bea94a],the former option can be motivated on independent grounds. However the latteralternative, discussed in my [?], is perhaps the simpler. Suppose that the func-tion worlds maps a Heimian context onto the set of worlds involved in that context:worlds (�) = fw j 9fhw; fi 2 �g. Then one possibility would be to rede�ne the pre-supposition connective as in 4.13, such that a formula � allows update to continuejust in case update with  would not remove any worlds from the input context:the earlier de�nition required that  would not remove any world-assignment pairs.De�nition 4.13.�[[� ]]� i� 9��[[ ]]� and worlds(�) = it worlds(�) and �[[�]]�Under this de�nition 4.12 no longer holds, and existential sentences only yieldexistential presuppositions.



Section 4 Presupposition 414.4. Projection from Propositional Complements4.1 omits Karttunen's 1974 account of how presuppositions triggered within propo-sitional complements are projected. Karttunen divides lexical items taking a propo-sitional complement into three classes: verbs of saying (eg.say, announce), verbs ofpropositional attitude (eg. believe, want), and others. On Karttunen's account, thesimplest cases are the �rst and the third: presuppositions triggered within the com-plement of a verb of saying do not impose any constraint on the context of utterance,whilst for members of the third class all presuppositions must be satis�ed. Thus\John says that the king of France is bald" should be acceptable in any context,and \John knows that the king of France is bald" should only be acceptable incontexts where there is a (unique) king of France. For a sentence with propositionalattitude verb as matrix, Karttunen argues that it is the beliefs of the subject ofthe sentence which are crucial: for a context A to admit the sentence, the beliefs ofthe subject in that context must satisfy all the presuppositions of the propositionalcomplement. Thus \John hopes that the king of France is bald" should be satis�edin contexts where it is satis�ed that John believes there to be a king of France.In favour of this analysis is the fact that the sentence \Although France is not amonarchy, John believes that there is a reigning French king: he hopes that theKing of France is bald", although contrived, is felicitous.Let us enrich the syntax of our arti�cial language with formulae �(x; �) for xany variable, � any formula, and � taken from one of three sets of predicates S, Aand F (for Saying, Attitude and factive, respectively). I will ignore members of theother class apart from factives. Assuming that believes2 A, and further assumingthat neither verbs of saying nor verbs of propositional attitude induce any newpresuppositions, the following are essentially Karttunen's acceptability conditions:De�nition 4.14.A > �(x; �) for � 2 SA > �(x; �) f j A j= believes(x; �)g > � for � 2 AA > �(x; �) i� A j= � for � 2 FFor de�nitions of dynamic semantics which embody such admittance conditions,the reader is advised to see Heim's [ Hei83a]. Note, however, that the semanticspresented there involves essentially a stipulation of Karttunesque admittance con-ditions within the de�nitions of the context change potentials associated with at-titude verbs. It is not the case that Karttunen's admittance conditions have beenmotivated independently of presuppositional phenomena, through any \deep" un-derstanding of the concepts associated with such verbs. Zeevat[ Ze92], however,does include a dynamic semantics for \believe" in which Karttunen type admit-tance conditions arise quite naturally.



42 David Beaver Ch. 14.5. AnaphoricityOver the last decade a number of authors, most notably van der Sandt [vdS89, vdS92] and Kripke [ Krip:MS] (which unfortunately remains unpublished),have argued that there is a tight connection between presupposition and anaphora.Van der Sandt has pointed out that for every example of what might be calleddiscrepant anaphora, by which I mean those cases where the anaphoric link is notnaturally treated using standard binary quanti�ers to interpret determiners andbound variables for pronouns, parallel cases of discrepant presupposition can befound. In the following four triples, the (a) examples exemplify discourse anaphora,donkey anaphora, bathroom sentences and modal subordination, respectively. Ineach case, a corresponding example is given, as (b), in which a presuppositionis triggered (by the adverb `still') in the same structural position as the anaphoroccurred, but in which this presupposition is satis�ed.32 The third member, (c),completes the circle, showing that the argument of the presupposition trigger canitself be pronominalised with no change of meaning.(4.7)a. A farmer owns a donkey. He beats it.b. Wanda used to beat Pedro. She still beats him.32Although I have de�ned formal notions of presupposition satisfaction, I have not said what itmeans as a description of a text to say that in the text a certain (elementary) presupposition issatis�ed. Indeed, such terminology is commonplace in recent presupposition literature, but I donot know of any pre-theoretic analysis of satisfaction. Perhaps a direct test for satisfaction couldbe developed. To start the ball rolling, I propose the following method of determining whetheran elementary presupposition P in a text segment T uttered in a context C is satis�ed (wherethe presence of an elementary presupposition must be determined by standard embedding testsapplied to the clause containing the putative elementary presupposition):If the dialogue consisting ofA: I don't know whether PB: I see. Well, Tis felicitous in context C, then the elementary presupposition P is satis�ed inthe text T in this context.For example, set T = `If Mary is vigilant, then she knows that someone ate a biscuit', and P = `Abiscuit was eaten'. I �nd it hard to imagine a context in which the following dialogue would befelicitous:A: I don't know whether a biscuit was eaten.B: I see. Well, if Mary is vigilant, then she knowsthat someone ate a biscuit.On the other hand set T = `If John ate a biscuit, then Mary knows that someone did', and P = `Abiscuit was eaten'. The dialogueA: I don't know whether a biscuit was eaten.B: I see. Well, if John ate a biscuit, then Mary knowsthat someone did.is, if still rather strained, more acceptable than the previous one, especially if B's reply is followedby `Perhaps she can help you.' Similarly, applying the test to the (c) example in 4.7 we obtain afelicitous text, and so conclude that the presupposition is satis�ed:A: I don't know whether Wanda beats Pedro.B: I see. Well, Wanda used to beat Pedro. She stilldoes.I leave it to the reader to apply the test to the remaining (b) and (c) examples.



Section 4 Presupposition 43c. Wanda used to beat Pedro. She still does.(4.8)a. If a farmer owns a donkey then he beats it. [Geach]b. If Wanda used to beat Pedro then she still beats him.c. If Wanda used to beat Pedro then she still does.(4.9)a. Either there is no bathroom in this house or it's in a funny place. [Partee]b. Either Wanda never beat Pedro, or she still beats him.c. Either Wanda never beat Pedro, or she still does.(4.10)a. A wolf might come to the door. It might eat you.b. Perhaps Wanda used to beat Pedro, and perhaps she still beats him.c. Perhaps Wanda used to beat Pedro, and perhaps she still does.The parallel is compelling, and furthermore similar examples are easily con-structed involving all standard presupposition types. But evidence for theanaphoricity of presuppositions goes beyond cases, like those above, where the pre-supposition is satis�ed because it is in some sense anaphoric on a textual antecedent.The reverse of the coin is that, for at least some types of presupposition trigger, ifa textual antecedent is not present the presupposition cannot be satis�ed. Kripkeobserves that a common analysis of `too' would make the presupposition of sen-tence 4.11, below, the proposition that somebody other than Sam is having supperin New York tonight. However, this proposition seems uncontroversial, so the stan-dard account provides no explanation of why the sentence, uttered in isolation, isinfelicitous.(4.11)Tonight Sam is having supper in New York, too. [ Krip:MS]Notably, 4.11 is felicitous when it follows a sentence saying of somebody otherthan Sam that he is having dinner in New York tonight, e.g. `Saul is having dinner inNew York tonight: : : '. It might be argued that 4.11 places a requirement on its localcontext that there is a salient having-supper-in-NY-tonight event. Although onecould imagine introducing event discourse markers, and some ontology of events,into the framework we have sketched so far, less e�ort will be required if we restrictourselves to an alternative suggestion in [ Hei90]. This is the hypothesis that 4.11 isfelicitous in contexts where there is a discourse entity of which it is locally satis�edthat the entity is having supper in New York tonight.33 Adapting from Heim some-what, we might give the following sketch of an admittance condition for a sentence33To back up the suggestion that the presence of a discourse marker is essential to the felicity of`too', observe that of the following two discourses (adapted from a well known pronominalisationexample due to Partee) A is odd, but B is felicitous.A: I have ten marbles and you have one. Only nine of mine are transparent. Your marble is opaquetoo.B: I have ten marbles and you have one. One of mine is not transparent. Your marble is opaquetoo.



44 David Beaver Ch. 1of the form `S too', where the word `too' is assumed to be co-indexed with somefocussed NP34:De�nition 4.15 (Heimian `too').� > S tooi i� � > S, and there is some index j such that S[i=j] is satis�ed in �(where S[i=j] represents the sentence S with all instances of NPsindexed i replaced by xj)4.11 would be indexed `Tonight Sami is having supper in New York, tooi', andwould only be admitted in contexts where for some j, `Tonight xj is having supperin New York' was satis�ed.35 We would thus expect 4.11 only to be admitted in arestricted range of contexts, but `If Saul is having supper in New York tonight, thenSam is having supper in New York, too.' to carry no presupposition at all.3634Kripke does not limit his consideration to cases where an NP is in focus, and, of course, a fulleranalysis than that given here would allow non-NPs to be focussed constituents as well.35 In order for de�nition 4.15 fully to meet Kripke's objections, an additional constraint on Heimiancontexts would be required, roughly that they contain only information introduced in the imme-diately previous discourse. Otherwise an instance of `too' might be predicted to be satis�ed bymaterial that was not introduced in the preceding text.36Kripke makes the provocative claim that the presupposition of a discourse like `If Herb comesto the party the boss will come too' is that Herb and the boss are distinct individuals. This isinteresting, and perhaps it is right in the pragmatic sense of presupposition, in as much as itwould be usual for the speaker to be assuming distinctness. But I do not think that this is apresupposition which is conventionally associated with `too', and I am not sure it is helpful to callit a presupposition at all. Consider �rstly the following dialogue segment:A: If Clark is at the party then is Lois in Washington?B: No. If Clark is at the party then Lois is in New York too.In the B sentence, the antecedent of the conditional acts as an anaphoric antecedent for thepresupposition in the consequent, and we arrive at a presupposition to the e�ect that if Clarkis at the party then Clark is in New York. And indeed, there does seem to be an assumptionassociated with the sentence that Clark, and hence the party, is in New York. This presuppositioncan be removed by adding extra information to the antecedent, as in `If the party is in New Yorkand Clark is at the party, then Lois is in New York too.', but it cannot be canceled simply by addingcontradictory information. The following dialogue segment is infelicitous if it occurs discourseinitially (when there is no other possible antecedent for the `too'):A: If Clark is at the party then is Lois in Washington?B: ? No. If Clark is at the party then Lois is in New York too, although the party is in Seattle.However, the claimed distinctness presupposition behaves di�erently, and can be canceled simplyby denying its truth later. The following discourse is felicitous:A: I never see Clark Kent and Superman together, so if Clark Kent is at the party, then Supermanisn't.B: If Clark is at the party, then Superman is de�nitely there too, since Clark is Superman!I would favour a Gricean explanation of the distinctness implication, whereby each clause of asentence or discourse is normally required to be informative. A sentence `X Ys too' will only beinformative if in its local context X is not established to Y. But if the presupposition that somesalient entity Ys is satis�ed by X itself, then clearly `X Ys too' does not add any new information tothat context. Note that on this basis van der Sandt's DRT-based theory, which incorporates suchan informativeness constraint as a condition on DRS well-formedness, could account for Kripke'sdistinctness e�ect without any need to specify distinctness in the lexical entry for `too'.



Section 4 Presupposition 45For which presupposition triggers is an anaphoric analysis appropriate? Van derSandt gives a straightforward answer: all presupposition triggers are anaphors. Per-haps it can be imagined how analyses like that for `too' above could be given forother presupposition types. For instance, to make factives anaphoric, one mightintroduce discourse markers for propositions and facts, a development which wouldanyway be essential to treat propositional anaphora within texts (c.f. [ As93]).One could then make acceptability of a factive verb with propositional complement� conditional on the presence of a factual discourse marker (perhaps a discoursemarker identifying a proposition satis�ed in the local context) with interpretationrelated to � in some yet to be speci�ed manner. The addition of discourse markersfor uttered propositions would yield a �ne grained notion of information. An in-formation state would record in much greater detail exactly what statements hadbeen used to update it than is found in the dynamic systems discussed above. Forinstance, Stalnaker's notion of an information state as a set of worlds can only dis-tinguish between asserted statements up to classical equivalence, and Heimian con-texts go only a little further. Van der Sandt's approach to providing an anaphoricaccount of presupposition does not, however, involve re�ning Stalnaker's sets ofworlds or Heim's contexts. Instead van der Sandt utilises a rather di�erent sort ofdynamic system, Kamp's DRT [ Kam81, KRe93], with which I will assume thereader's familiarity.Van der Sandt is not the only one to have provided an account of presupposi-tion in DRT, but his is the most developed account, and others, such as Kampand Rossdeutscher's [ KRo94, Ros94] are closely related. Accordingly, when dis-cussing the relevance of the dynamics of DRT interpretation to presupposition, Iwill concentrate on van der Sandt's account. Note that in this section I will onlybe discussing the part of van der Sandt's account which takes advantage of theinherent dynamism of standard DRT, and it is only in the next section that I willdiscuss the considerable further developments that van der Sandt has made in theform of a theory of accommodation.Discourse Representation Structures provide a very �ne grained notion of infor-mation state, one which is ideal for an anaphoric account of presupposition, sinceso much of the original surface structure of utterances is recorded. But crucially, al-though van der Sandt's model operates under the motto presupposition is anaphora,it does not treat presuppositions as anaphors in the strict sense of requiring a textualantecedent. Rather, van der Sandt claims that a presupposition trigger is anaphoricat the level of discourse representation. The heart of the theory involves a structuralrelation between the position at which a presupposition trigger is represented in aDRS, and the point at which its antecedent is represented. The antecedent must berepresented somewhere along the anaphoric accessibility path from the representa-tion of the trigger, this condition being exactly the same requirement as is placedon anaphoric pronouns and their antecedents in standard DRT. The treatment of4.12 should illustrate.(4.12)Fred is escaping, but Mary doesn't realise that somebody is escaping.



46 David Beaver Ch. 1Initially a DRS like the following, in which the presence of a presupposition isindicated using a double thickness box, is constructed:f mescaping(f): xescaping(x)realises(m, yescaping(y) )The global DRS is accessible from within the negation. The marker x can beresolved with the marker f , and in this case both the universe of the presupposition(now f) is accessible in the global universe, and the condition in the presuppositionis accessible as a global condition. Thus the presupposition has an antecedent. Thedouble-lined presupposition box, which plays no further role in DRS construction,and does not enter into the model theoretic interpretation of the completed DRSstructure, is simply removed, to yield the �nal logical form:f mescaping(f): realises(m, yescaping(y) )Note that it would make little di�erence to the treatment of 4.12 if the word`somebody' had been replaced by `he'. Van der Sandt thus provides an interesting



Section 4 Presupposition 47twist to the DRT treatment of noun phrase semantics, since in his extended DRTan inde�nite can (when embedded in a presuppositional environment) behave tosome extent anaphorically.This model of presupposition resolution, as will be seen shortly, is just one partof van der Sandt's theory of presupposition. Let us explore the relation betweenvan der Sandt's resolution model and the other dynamic theories considered in thissection, a job done much more thoroughly by Zeevat [ Ze92]. The dynamics of vander Sandt's model is not stated in terms of update functions as in Heim's work.Although some e�ort has been devoted to providing a more declarative statementof the model (see [ vdS92, SG91]), it remains explicitly procedural. For instance,it is important that the anaphors and presuppositions of a sentence are dealt withonly after processing of previous discourse is complete. The dynamics can be saidto reside in at least three aspects of the theory: the (extended) DRS constructionalgorithm, the standardly dynamic DRT semantics of implication and quanti�ers,and the statement of anaphoric accessibility conditions.The notion of accessibility is implicitly directional, in that it is invariably de�nedusing an anti-symmetric relation, and reects Karttunen's conditions on contextincrementation. We might restate accessibility conditions in a way that brings thisout. Say that a DRS � is a pair h�0; �1i, with �0 a set of discourse markers and �1a set of conditions. De�ne var(�) as the set of markers mentioned in the conditions�1, and take the context � of any sub-DRS to be a set of discourse markers: thisshould be thought of as the set of markers external to a DRS which are accessiblefrom within it. The markers of a DRS � in a context � are completely accessible,written � � �, if var(�) 2 �0 [ �. Then the following two rules state whether thevariables in the sub-DRSs of negations and implications are accessible:� � �! � i� � � � and � [ �0 � �� � :� i� � � �These rules, which must be extended to allow for van der Sandt's notion of ac-cessibility of DRS conditions as well as DRS markers, are obviously close to Kart-tunen's admissibility conditions, as given above (de�nition 4.1). Di�erences arisewith conjunction and disjunction, however. Regarding disjunction, it is fair to saythat Karttunen's, Heim's and van der Sandt's theories all have problems. The prob-lems with Karttunen and Heim's account are analogous to those facing multivalentaccounts of presupposition | see the discussion in Section 2. The di�culties withdisjunction in van der Sandt's model will be discussed in the following section, af-ter the main component of van der Sandt's theory, the accommodation mechanism,has been introduced. The absence of any conjunction operation between DRSs instandard DRT makes comparison on this count di�cult, but at least in the case ofsentence sequencing, the fact that sentences are processed in a de�nite order willhave the e�ect that the context of one sentence includes information from previoussentences, which is just what is given in Karttunen's admittance rule for conjunc-tion (again in 4.1). In other cases there will be a di�erence in predictions. Van derSandt's model, unlike the Karttunen or Heim theories, does not seem to predict



48 David Beaver Ch. 1any di�erence in acceptability between the following two examples:(4.13)If John has children and John's children are at home, he's elsewhere.(4.14)?If John's children are at home and John has children, he's elsewhere.To deal with this in van der Sandt's theory, one would presumably have to replacethe set of conditions in a DRS with a sequence of conditions, and make one conditionaccessible from another within the same DRS only if the �rst preceded the secondin the sequence. To make such an adjustment, of course, would increase even furtherthe similarity between van der Sandt's model and the other dynamic accounts whichhave been discussed.Anaphoricity is generally understood as a structural relation, whether the struc-tures involved are texts, syntactic trees, or DRSs. But it must be pointed out thatwhilst such structures place some constraints on which items can stand in the rela-tion, it would be wrong to suppose that this was the end of the story. The followingexamples all concern counterfactual conditionals, although I think the points I willmake could be addressed to any intensional predicate which creates a local contextthat might be inconsistent with the global context:(4.15)Mary owns a donkey. If she had been a farmer, she would have beaten it.(4.16)?Mary owns a donkey. If she had not owned any animals, she would havebeaten it.(4.17)?Mary owns a donkey. If she had owned a mule instead, John would haveowned a donkey too.The �rst of these, 4.15, shows that in principle a pronoun in the consequent ofa counterfactual conditional can stand in an anaphoric relation to an object intro-duced outside of the conditional. In DRT terms, one would have to say that theglobal DRS is accessible from the consequent DRS of a counterfactual conditionaljust as it is from the consequent box of a non-counterfactual conditional. But 4.16,which I take to be infelicitous, shows that one cannot arbitrarily resolve pronounsin the consequent of a counterfactual to relevant objects in the global box. Thereseems to be some extra non-structural condition: perhaps, given an appropriatetheory of the semantics of counterfactual conditionals, one could say that not onlymust the antecedent to a pronoun be on the accessibility path, it must also corre-spond to an object which exists (in an intuitive sense which I will not attempt toclarify) in the local DRS. But in stating such a constraint, we would be complicatingour notion of anaphoricity, placing semantic preconditions on when an anaphoriclink could hold. In other words, we would be providing pronouns, the paragonsof anaphoricity, with something like semantic presuppositions.37 Similarly, in 4.17it seems that regarding the structural relationship between `Mary owns a donkey'37Gender and number requirements can also be seen as semantic presuppositions, but there is atleast the possibility of de�ning these requirements as grammatical constraints which are deter-mined syntactically.



Section 5 Presupposition 49and `owned a donkey too', anaphora should be licensed. Van der Sandt's model,as it now stands, would certainly predict simple resolution of the presupposition.But this is clearly wrong. 4.17 is infelicitous, and this shows us that conceiving ofthe anaphoricity of `too' purely structurally, whilst a good approximation in manycases, does not work in general. It is at least arguable that the Heim-style `too'given above, which involves semantic constraints on the local context, should farebetter in such cases, but such a claim remains vacuous in the absence of a CCPsemantics for counterfactual conditionals. Heim actually discusses such a semanticsin [ Hei92], but I will not attempt to combine it with the above analysis of `too'here.5. Accommodation\: : : ordinary conversation does not always proceed in the ideal orderly fashiondescribed earlier. People do make leaps and short cuts by using sentenceswhose presuppositions are not satis�ed in the conversational context.: : :But: : : I think we can maintain that a sentence is always taken to be an incrementto a context that satis�es its presuppositions. If the current conversationalcontext does not su�ce, the listener is entitled and expected to extend it asrequired. He must determine for himself what context he is supposed to be inon the basis of what is said and, if he is willing to go along with it, make thesame tacit extension that his interlocutor appears to have made."[ Kar74, p.191]The process Karttunen here describes, whereby a \tacit extension" is made tothe discourse context to allow for update with otherwise unful�lled presupposi-tions, is what Lewis later called accommodation [ Le79].38 Theories which utilisea mechanism of accommodation, are not classical static theories of meaning, butrather theories about the dynamics of the interpretation process. Yet theories ofaccommodation could reasonably be said to involve a dynamic pragmatics, in thataccommodation is not usually thought of in compositional terms, but as an extraprocess operating in addition to the normal composition of meanings.In this section I will describe the contributions of Heim and van der Sandt tothe theory of accommodation, and will detail van der Sandt's recent theory of pre-supposition and accommodation in DRT, this being by far the most comprehensiveand fully speci�ed current theory of presuppositional accommodation.38Stalnaker [ St72, p. 398] expresses similar sentiments to those in the above Karttunen quotation,commenting that presuppositions \need not be true", and that in some cases a \Minor revisionmight bring our debate in line with new presuppositions." Interestingly, in the same paragraphStalnaker talks of certain things being \accommodated" in the light of new presuppositions, al-though what he is describing here is not how we change our assumptions (the Lewisian notion of\accommodation"), but how after we have changed our assumptions we may reinterpret earlierobservations.



50 David Beaver Ch. 15.1. Heim and van der SandtTwo questions are central to understanding the characteristics an accommodation-based theory of presupposition might have:(i) Given that the interpretation of a discourse involves not one linguistic con-text, but a series of contexts corresponding to di�erent parts of the interpretationprocess and di�erent parts of the discourse's meaning, in which context shouldaccommodation occur?(ii) Given some decision as to the context in which accommodation occurs,exactly how should a hearer determine what the new context is supposed to be?Heim, in [ Hei83a], was the �rst author to recognise the signi�cance of the �rstquestion, noting that quite di�erent e�ects could result according to which pointin the interpretation of a sentence accommodation occurs. In the Heim/Karttunenaccount one can distinguish two types of context. There is the global context whichrepresents the information agents have after complete interpretation of some se-quence of sentences of text, but there are also local contexts, the contexts againstwhich sub-parts of a sentence are evaluated.Under de�nition ?? above, updating a context � with a conditional `If A then B'will involve local contexts �+A and �+A+B (to be read left-associatively) whichare involved during the calculation of the update. Suppose that B contains somepresuppositionwhich is unsatis�ed in the context �+A, so that � does not admit theconditional. In that case accommodation must occur, adjusting one of the contextsinvolved in the calculation so that A is admitted in its local context of evaluation.This might take the form of adding some sentence P directly to the local contextin which B is to be evaluated, so that the �nal result of updating with the contextwould not be �n(� + A n (� + A + B)), but �n(� + A n (� + A + P + B)): thiswould be called local accommodation. On the other hand, an agent might backtrackright back to the initial context, add a sentence Q to the global context, and thenstart the update again. This is termed global accommodation, and the result ofupdating would be � + Q n ((� + Q + A n (� + Q + A + B)). There is at leastone other possibility. The agent might just backtrack as far as the evaluation ofthe antecedent, and add some extra information, say a proposition R, into thecontext in which the antecedent is evaluated, producing a result like �n(� + R +A n(� + R+ A+ B)). Since this last option involves accommodation into a contextintermediate between the global context and the context in which the problematicpresuppositional construction is actually evaluated, it can be termed intermediateaccommodation. Clearly the Heimian view on accommodation is highly procedural,and the exact options which are available for accommodation will be dependent onthe details of how updating actually occurs, such processing details not being fullyspeci�ed by the CCP alone.The Heimian answer to question (1), then, is that accommodation might takeplace at any time during the interpretation process such as to ensure later localsatisfaction of presuppositions. Put another way, accommodation might potentiallytake place in any of the discourse contexts used in the calculation of a sentence'sCCP. Unfortunately, Heim has given no indication of how question (2) should be



Section 5 Presupposition 51answered.39 The �rst theory of accommodation which provides a fully explicit an-swer to both questions is that of van der Sandt [ vdS92], and having describedone part of that theory in the previous section, I will now present the theory infull. As mentioned, in van der Sandt's theory Heimian contexts are replaced byexplicit discourse representations. Consequently, whereas for Heim accommodationmust consist in augmenting a set of world-sequence pairs, van der Sandtian accom-modation is simply addition of discourse referents and conditions to a DRS. Thisdi�erence could be minimised if the CCP model were presented in terms of Heimian�lecards (c.f. [ Hei82, Hei83b]), so that accommodation would consist of either cre-ating new �lecards, or adding conditions to existing ones. Regarding question (1),van der Sandt's theory shares the exibility of Heim's. If a presupposition lacks anantecedent in a DRS, van der Sandt allows accommodation to take place in anydiscourse context that is accessible from the site of the trigger. Thus once again wecan talk of local accommodation, meaning accommodation in the DRS where thetrigger is represented, global accommodation meaning addition of material in theglobal DRS, and intermediate accommodation meaning addition of material in anyDRS intermediate on the accessibility path between the global DRS and the site ofthe trigger.Van der Sandt's answer to question (2), the question of what is accommodated,is as simple as it could be: if a trigger has an antecedentless presupposition, thenaccommodation essentially consists of transferring the discourse markers and con-ditions of the presupposition from the trigger site to the accommodation site. Anexample will demonstrate the power of the accommodationmechanism. At the sametime, the example should illustrate an analogy that might be drawn between vander Sandt's theory and a transformational account of syntax, with van der Sandt'sequivalent of move-� being an operation on DRSs.(5.1)If Mary chose the Chateau Neuf, then she realises it's a good wine.Assuming, just so that we can concentrate on the treatment of the factive `realises',that `Mary' and `the Chateau Neuf' and `it' are simply represented as discoursemarkers, we derive the following DRS:39Witness the following quote from [ Hei83a]: \Suppose [a sentence] S is uttered in a context �which doesn't admit it.: : : simply amend the context � to a richer context �0, one which admits Sand is otherwise like �, and then proceed to compute �0 [updated with] S instead of � [updatedwith ] S." Here she does not specify the relation between � and �0, except to say that �0 is richerthan �, and strong enough to admit S. Her later comparison with Gazdar's theory, a comparisonto which we will turn shortly, does seem to suggest that she considers accommodation to consistin adding exactly the proposition that Gazdar would have labeled the potential presupposition,but, as Heim (p.c.) has pointed out, she nowhere says this explicitly. It seems I was mistaken inassuming, in an earlier version of this work [ Bea95], that Heim was committed to a structuralaccount of accommodation, a term which will be explained shortly. Zeevat [ Ze92] has also assumedthat Heimian accommodation consists in adding the proposition signalled as presupposed by thetrigger. On the other hand, Geurts [ Geu95] supposes that the most natural explicitation of Heim'stheory would involve accommodation of the logically weakest proposition needed to guarantee localsatisfaction.



52 David Beaver Ch. 1m cchose(m,c) ) good-wine(c)realises(m, good-wine(c) )To produce a DRS in which there is no antecedentless presupposition, a transfor-mation must take place whereby �, the presupposition [][good-wine(c)]40, is movedto one of the three sites accessible from the site of the trigger, producing the fol-lowing three representations:Global Accommodation (Gloss: `CN is good, and if Mary orders it then she re-alises it's good.') m cgood-wine(c)chose(m,c) ) realises(m, good-wine(c) )Intermediate Accommodation (Gloss: `If CN is good and Mary orders it, thenshe realises it's good.')40When giving DRSs in the running text, I use a linear notation, whereby [a,b][p(a,b),q(a)] rep-resents a DRS which introduces markers a and b, and has conditions p(a,b) and q(a).



Section 5 Presupposition 53m cgood-wine(c)chose(m,c) ) realises(m, good-wine(c) )Local Accommodation (Gloss: `If Mary orders CN then it's good and she realisesit's good.') m cchose(m,c) ) good-wine(c)realises(m, good-wine(c) )Given all these forms of accommodation, and, in van der Sandt's theory, addi-tional options when resolution is possible, how are we to decide which treatmentis preferred? Heim o�ered only one heuristic: \I suggest that the global option isstrongly preferred, but the local option is also available in certain circumstances thatmake it unavoidable."[ Hei83a, p.120] Van der Sandt provides much more detail.He o�ers a number of constraints that any solution must obey, and also suggests agroup of preferences between alternative solutions that satisfy those constraints, in-cluding a preference for global over local accommodation.41 The following versionsof the preferences and constraints are at some points revised, but I think capturevan der Sandt's intentions42:41 In earlier versions of van der Sandt's theory the preferences between solutions were stated lessexplicitly, as side e�ects of a general algorithm for treating presuppositions. This algorithm, whichhe termed the \anaphoric loop" consisted of the following steps: on encountering a presupposition,�rstly check each DRS along the accessibility path from the trigger, moving successively outwards,and attempting to resolve the presupposition, and if after reaching the top box no resolution sitehas been found, check each box in the reverse direction (i.e. from the top box to the triggersite) attempting to accommodate. Thus resolution is attempted �rst, and only if that fails isaccommodation attempted.42 In particular, the presentation of constraints here di�ers considerably from, for instance, thepresentation in [ vdS92]. Firstly van der Sandt gives two consistency constraints, but these should



54 David Beaver Ch. 1De�nition 5.1 (Absolute Constraints on van der Sandtian Solutions).(i) Trapping. If a presupposition containing a discourse marker d is triggeredin an environment where d is bound, the presupposition will be resolved or accom-modated at a site from where the relevant binding occurrence of d is accessible.(ii) Global Informativity. If some DRS K is incremented with information froma new sentence, such that after solution of all presuppositions the new DRS is K',then K6j=K'(iii) Local Informativity. No sub-DRS is redundant. Formally, if K is the com-plete DRS structure and K' is an arbitrarily deeply embedded sub-DRS, K' is re-dundant if and only if 8M;f (M;f j= K ! M;f j= K[K 0=>]). Here K[K 0=>]is a DRS like K except for having the instance of K' replaced by an instance of anempty DRS, and j= denotes the DRT notion of embedding.(iv) Consistency. No sub-DRS is inconsistent. Formally, if K is the completeDRS structure and K' is an arbitrarily deeply embedded sub-DRS, K' is locallyinconsistent if and only if 8M;f (M;f j= K ! M;f j= K[K 0=?]). Here K[K 0=?]is a DRS like K except for having the instance of K' replaced by an instance of aninconsistent DRS.De�nition 5.2 (Preferences Between van der Sandtian Solutions).(i) Resolution is preferred to accommodation.(ii) One resolution is preferred to another if the �rst is more local (i.e. closerto the site of the trigger).(iii) One accommodation is preferred to another if the �rst is more global (i.e.further from the site of the trigger).I will illustrate these constraints with some examples. Firstly, trapping:(5.2)Nobody regrets leaving school.Initially the following DRS might be constructed:both be subsumed under the one constraint given here. Secondly, van der Sandt's formulations ofinformativity and consistency constraints seem to involve a notion of local entailment of sub-DRSs,although I am not aware of such a notion ever having been formalised. Thus his equivalent of mylocal informativity (given as (iii)a on p.167) is \Resolving [a DRS] K0 to [produce a new DRS] K1'does not give rise to a structure in which : : : some subordinate DRS is entailed by the DRSs whichare superordinate to it". Whilst he does not formalise what it is for a DRS to be entailed by theDRSs which are superordinate to it, the formalisation of local informativity given here, in termsof the standard notion of DRS embedding and a simple syntactic operation on DRSs, hopefullyties up that loose end, and is in the spirit of the de�nitions used in van der Sandt's formalisationof the notion of acceptability in his earlier non-DRT work.



Section 5 Presupposition 55
xbody(x) ) : left-school(x)regrets(x, left-school(x) )The presupposition cannot be accommodated globally because the discoursemarker x would become unbound. The next most preferred accommodation siteis in the antecedent box. This produces the �nal structure, the meaning of whichcan be glossed as `Nobody who leaves school regrets having left school':xbody(x)left-school(x) ) : regrets(x, left-school(x) )Next, application of the informativity constraint. This is exempli�ed by 5.3:(5.3)If Jane is married then her husband is on holiday.Global accommodation of the presupposition that Jane has a husband (triggeredby `her husband') would produce the following DRS:



56 David Beaver Ch. 1xhusband-of(j,x)married(j) ) on-holiday(x)But, on the assumption that models are constrained by meaning postulates insuch a way that if somebody has a husband then they are married, this DRS breaksthe informativity constraint: replacing the DRS in the antecedent of the conditional,[][married(j)], by the empty DRS [][] would not alter the range of models in whichthe global DRS could be embedded. Thus, once again, intermediate accommodationis preferred, producing a structure glossable as `If Jane is married to x, then x is onholiday': xmarried(j)husband-of(j,x) ) on-holiday(x)The next two examples, which I will not discuss in detail, illustrate the consis-tency and global informativity constraints, respectively:(5.4)Either Jane is a spinster, or else her husband is on holiday.(5.5)Jim is Fred's friend, and Fred is married. He is married too.The reader should verify that for 5.4, the consistency constraint prevents globalaccommodation of the presupposition that Jane is married, forcing local accommo-dation, and that for 5.5 the global informativity constraint prevents resolution ofthe variable associated with `he' to the discourse marker for Fred.43Like the combined Gazdar-Karttunen theory described earlier, or Soames' similarsynthesis of Gazdar's and Karttunen's work, van der Sandt's DRT-based model ofpresupposition gets right the cases which Gazdar's theory handles well (i.e. where43Note that in van der Sandt's system pronouns are treated in the same way as standard pre-supposition triggers, except that the presupposed DRS associated with a pronoun (something like[x][]) is assumed to contain insu�cient conditions to support accommodation.



Section 5 Presupposition 57presuppositions are either explicitly denied, or appear to be out-competed by im-plicatures) and the cases which Karttunen's theories handle well (typically wherea presupposition is entailed in its local context). However, none of the cancella-tion accounts discussed, none of the various theories proposed singly or in jointwork by Karttunen, and neither the above combined Gazdar-Karttunen theory norSoames own combined model provides an adequate account either of presupposedopen propositions and their interaction with quanti�ers, or of Kripkean cases ofanaphoric presupposition. Van der Sandt's model treats both of these phenomena.It is on this basis that I would claim that the most successful fully formalised44model of presupposition to date is van der Sandt's, whose theory, with a judiciousmixture of resolution and accommodation, successfully handles a wide range ofproblems from the literature and more besides45However, there remain considerable problems for van der Sandt's theory. Someof these di�culties seem to me to be of such a general nature as to be relevant toany theory of accommodation, but �rstly I will discuss a few problems which seemparticular to van der Sandt's formalisation.5.2. Anaphora from Accommodated MaterialOne strength of van der Sandt's model concerns the predictions it makes concerningthe anaphoric accessibility of discourse entities introduced within presuppositionalconstructions. The following two counter-examples to DRT constraints on acces-sibility of anaphoric antecedents date back to over a decade before DRT was in-troduced, from Karttunen's inuential work on discourse reference [ Kar76] (whichwas only published some years after its �rst presentation):(5.6)Bill didn't realise that he had a dime. It was in his pocket.(5.7)John knew that Mary had a car, but he had never seen it.In the �rst example, not only is `a dime' embedded within an intensional context,but that context is itself embedded under a negation. In standard DRT, either of44What it is for a model to be fully formalised is a matter of judgement. None the less, it isclear that van der Sandt's model goes further than most of its competitors. For instance, perhapsSeuren's model will in principle yield comparable coverage, but at least one central component ofthe theory, i.e. backward suppletion, Seuren's equivalent of accommodation, remains unformalisedto my knowledge (but see the developments in Chapter ?? of [ Bea95]). Heim, though presentingan account with many super�cial similarities to van der Sandt, has likewise not o�ered a detailedformal model of accommodation. One could transport a van der Sandtian view of accommodationinto Heim's model (as indeed Zeevat has done [ Ze92]) or into Seuren's, but then one produces,not surprisingly, a model with very similar descriptive coverage to van der Sandt's account. Ortake the accounts of Burton-Roberts and Link. Both have o�ered promising starting points, butpush much of the work over to an as yet unformalised pragmatic component. Another justi�cationfor calling van der Sandt's account \fully formalised" is that it has reached a stage where it canbe implemented in an NLP system | see van der Sandt and Geurts' [ SG91] and Bos' [ Bo94].45For the \more besides" see especially x5.2 below on anaphora from accommodated presupposi-tions. Also see Saebo's [ Sa94] development of van der Sandt's model which involves applying themodel to data not usually thought of as presuppositional.



58 David Beaver Ch. 1these embeddings would normally be su�cient to guarantee anaphoric inaccessibil-ity. Since `a car' in the second example is embedded within an intensional context,standard DRT incorrectly predicts it to be inaccessible. However, van der Sandtpredicts that in both these cases global accommodation occurs. For instance the�nal DRS for 5.6 would be something like the following:b x zb = billdime(x)had(b,x): realise(b, ydime(y)had(b,y) )pocket-of(b,z)in(x,z)Here global accommodation of a DRS of the form [x][dime(x),had(b,x)] createsan anaphorically accessible dime to which the pronoun in the second sentence canrefer.Such patterns of anaphoric reference can be demonstrated with a wide rangeof presuppositional constructions embedded in environments that would otherwiseblock anaphoric reference. Perhaps most signi�cant of these presuppositional con-structions are de�nite descriptions. For instance, in the following discourse, van derSandt's theory predicts that the presupposition associated with `the tallest moun-tain in the world' is globally accommodated, and hence correctly licenses subsequentanaphoric reference:(5.8)John believes that he can see the tallest mountain in the world. But in fact itis completely obscured by mist.What is most notable about this last case is that it shows that given a theorylike van der Sandt's, a rather ad hoc stipulation in standard DRT, the promotion ofproper names and de�nites, can be dispensed with. This stipulation, that referentsintroduced by proper names and de�nite descriptions are automatically promotedto a position in the global DRS regardless of how deeply embedded they arose,was originally motivated only by the need to account for the special anaphoric



Section 5 Presupposition 59accessibility of names and de�nites. But in van der Sandt's account, the separatelymotivated theory of presupposition takes care of promotion (under the name ofaccommodation), and it is only necessary to make the relatively uncontroversialassumption that both de�nites and names are presuppositional.5.3. Accommodation as a Journey through Mental SpaceFauconnier [ Fa85] presents a representationalist theory in which meanings arerendered in a structured collection of interconnected mental spaces. Mental spacesare akin to Kamp's DRS boxes (or, perhaps even more aptly, Seuren's discoursedomains).46In order to see what Fauconnier's theory of presupposition [ Fa85, pp.86{87]would look like in a van der Sandtian setting, let us assume that a space is justa DRT box (i.e. a set of discourse markers and a set of conditions), and assumea DRT-like notion of accessibility. Let us say that a proposition is supported in aspace if it is a consequence of the conditions in that space, and that a propositionis accessible from a space if it is a consequence of propositions in accessible (i.e.superordinate) spaces, and let us assume a standard logical de�nition of consis-tency of a space, meaning consistency of the set of conditions in that space.47 Incertain cases (generally non-intensional contexts) Fauconnier also employs a notionof compatibility, meaning consistency of the set of conditions either in the spaceor accessible from it. Fauconnier's theory of presupposition can be described as atheory of presupposition otation, whereby locally triggered presuppositions oat46A few remarks should clarify the similarity with DRT:(i) Like DRS boxes, mental spaces can be seen as partial models in which a set of discourseentities bear certain properties and relations to each other, but in which the extensions of manyother properties and relations are left undecided.(ii) Like DRS boxes, mental spaces are arranged hierarchically, with some boxes being seen assubordinate to others. Properties of objects in subordinate daughter spaces may be inherited fromtheir parent spaces. However, the links between entities in di�erent spaces are not sustained byvariable binding, but by a Lewisian counterpart relation. The inter-space links between entitiesare analogous to the connections between discourse markers in later versions of DRT [ KRe93]where objects in intensional contexts are linked to objects outside by anchoring functions, thesedetermining which objects are counterparts of which others.(iii) Unlike Kamp, Fauconnier does not follow the Montagovian method of fragments. He doesnot provide a fully formalised method of constructing mental spaces for all the strings producedby a generative grammar.(iv) Unlike in DRT, no semantic interpretation or Tarski truth de�nition is given for mentalspaces, and no notion of logical consequence between mental spaces is de�ned.47The relation supports corresponds approximately to Fauconnier's satisfaction, but I refrain fromusing this term here since I have tended to use it elsewhere with a slightly di�erent meaning. Ihave also been rather cavalier with Fauconnier's notion of accessibility of a proposition. I haveassumed that propositions in all superordinate spaces are accessible, but Fauconnier is interestedin a wide variety of intensional contexts such that (consequences of) propositions holding in parentspaces cannot in general be expected to hold locally.



60 David Beaver Ch. 1up through as many spaces as they can without creating inconsistency.48 I wouldcharacterise the theory as follows:(i) Presuppositions must be supported in the local space of the trigger.(ii) If a presupposition is accessible, then nothing further need be done.(iii) Otherwise, the presupposition is accommodated into successively moreglobal spaces along the accessibility path, until reaching the highest space whereaccommodation does not create inconsistency at the accommodation site, or incom-patibility of any (non-intensional) subordinate space.49It is readily seen that, at least in the van der Sandtian form that I have presentedit, Fauconnier's model will make predictions comparable to some of the other modelsthat have been discussed in this section. The �rst clause means that in a senseFauconnier always locally accommodates, whatever else he does. This produces thee�ect that in a cancellation account would be derived by assuming presuppositionsto be part of the asserted content.50 The second clause provides for something likevan der Sandt's anaphoric resolution of presuppositions. In most cases this willpresumably yield �ltering of entailed presuppositions as in Karttunen's '73 model.The third clause meanwhile will prevent global accommodation in case that wouldproduce inconsistency, thus giving the e�ect of a cancellation theory in cases ofpresupposition denial.There is one important respect in which the version of Fauconnier's theory abovemakes di�erent predictions from van der Sandt's. Under Fauconnier's accommoda-tion strategy as a presupposition oats upwards, it leaves a shadow behind (i.e. acopy of the presupposition) in every space through which it passes. But van derSandt's strategy depicts presuppositions as bubbling up without leaving any traceof their journey. In fact Zeevat has compared an accommodation strategy just likeFauconnier's to van der Sandt's, although Zeevat attributes what I call Fauconnier'sstrategy to Heim. Distinguishing the two strategies Zeevat says [ Ze92, p.396]: \Theone remaining di�erence [i.e. between his version of van der Sandt's theory and hisversion of Heim's theory] is the question whether we should add the presuppositioneverywhere between the position of the trigger and the highest position where itcan be accommodated, or whether we can be satis�ed with adding it just once atthat position."So which is the right strategy? Zeevat comes to an interesting conclusion: bothare right, but for di�erent classes of presupposition trigger. The two classes Zeevatdelimits are what he calls anaphoric and lexical presuppositions. The anaphoric(or resolution) triggers are those \whose primary function is | like anaphora |48The otation metaphor is used by Fauconnier himself. Coincidentally, the same metaphor ischosen by Geurts [ Geu95] when discussing van der Sandt's accommodation theory.49 I take the incompatibility requirement from Fauconnier's discussion of conicting presupposi-tions in disjunctions [ Fa85, p.92].50 In a section entitled \Presupposition Transfer" [ Fa85, pp.105{108], Fauconnier also discussescases where a presupposition need not be supported in the local space of its trigger. For example,he discusses the sentence `Hey, In this painting Gudule is beautiful again.' He allows that that thesentence may be interpreted in a context where Gudule in reality was once beautiful, but is nolonger, without committing the speaker to a proposition like `In the painting Gudule was oncebeautiful.'



Section 6 Presupposition 61to collect entities from the environment in order to say new things about them."[Ze92, p.397] This class, which presumably at least includes de�nite noun phrases,and discourse particles like too and again, is the one for which Zeevat supposesthe van der Sandtian strategy to be appropriate. The lexical triggers are thosewhere the presupposition is a condition on the application of a concept, so thatthe presupposition must hold in any context where the trigger is applied if theapplication of the concept is to be meaningful. Factive verbs are presumably in thisclass. From the de�nition of lexical triggers, we can see that the presuppositionshould be expected to hold not only at the highest accommodation site, but alsolocally. Zeevat goes further in requiring lexical presuppositions to hold Fauconnierfashion in all the intermediary contexts.516. Syntheses and ComparisonsTheories of presupposition continue to proliferate. Since it is rarely clear what therelationship between di�erent theories is, it is hard to trace any clear evolutionarypath that theories have followed through time, and not easy to say whether progressis being made either technically or descriptively. My feeling is that progress is be-ing made on both counts. In this section it will shown that there has been a greatdeal of technical convergence, so that various di�erent intuitions about presuppo-sition can now be studied in the same formal setting, and the resulting theoriescompared. In fact the degree of convergence runs deeper than can be detailed here.For instance, I give no direct comparison between multivalent and cancellationistaccounts of presupposition. In fact there are now a number of theories which modelthe defeasibility of presuppositions using methods of multivalent logic, such as thoseof Sch�oter [ Sch�o95, Sch�o:MS] and Marcu [ Ma94]. Descriptive issues are relegatedto the end of the section.6.1. Cancellation and FilteringThe cancellation and �ltering theories are largely complementary in terms of whichdata they get right. Having observed this complementarity, Soames [ So82] proposeda synthesis of Gazdar's account with the later versions of Karttunen's account in[ Kar74, KP79]. However, as mentioned earlier, the later versions of Karttunen's51Goldberg et al [ GKS:MS] motivate a division between what they term external and internalpresuppositions, the idea being that external presuppositions hold in the model, but internalpresuppositions need only be satis�ed in the discourse context. At least at a schematic level, itseems natural to equate their term external with Zeevat's lexical, and their internal with Zeevat'sresolution, although I will not pursue this line any further here. Other theories of presuppositionthat can be compared with van der Sandt's in much the way as Fauconnier's are those of Dinsmore[ Di81b, Di92], and Schiebe [ Schi79]. Like the theories of van der Sandt and Fauconnier, theseaccounts are explicitly procedural, and explicitly representational. Note that although Schiebetalks of worlds of evaluation, one of his uses of the term world is akin to Fauconnier's term mentalspace.



62 David Beaver Ch. 1theory are not �ltering theories in the sense de�ned above. The presuppositions thata complex sentence is predicted to have are not a subset of the potential presuppo-sitions of its parts. This complicated Soames' attempt to unify the insights of thetwo account in a single theory. To give an idea of the di�culties faced, ask yourselfthis question: when looking for a synthesis between two accounts, where the �rstaccount makes all presuppositions members of the set of potential presuppositions,and the second account does not, should the resulting theory be expected to makeall presuppositions members of the set of potential presuppositions? (Soames infact answers in the negative.)A much simpler integrated theory, but one which still preserves Soames' centralinsight, could be formed by combining the Karttunen 1973 theory, as discussedabove, with Gazdar's. The most obvious way to join the two theories so as to addressboth defeat of presuppositions by inconsistency and �ltering of presuppositionswhich are locally entailed, would simply be to take the intersection of the set ofpresuppositions predicted by each of the two models. One would need �rst to stripthe epistemic operators from Gazdar's presuppositions, or add such operators toKarttunen's, but I take this to be a trivial task. It would be natural to identifyKarttunen's set of assumed facts with the incoming context in Gazdar's model. Sucha joint Gazdar-Karttunen model (I will refer to it as GK) provides a formidableaccount of presupposition, combining relative simplicity with a clear improvementover the original cancellation and �ltration accounts (as will be seen in x6.5).6.2. Trivalent and Dynamic SemanticsThe thesis, descending from the work of Frege and Strawson, that presuppositionprojection should be explained as inheritance of semantic unde�nedness, seemsto �nd an antithesis in the suggestion that presupposition projection arises from(pragmatically justi�ed) principles of context change. However, Peters, in [ Pe77],provided a synthesis, observing that the presupposition inheritance properties de-rived in [ Kar74] could be duplicated in a system with a trivalent semantics, andthus do not depend on the dynamicity of Karttunen's account. The connectives inPeter's trivalent system, which I will refer to as the Peters' connectives (but whichKrahmer [ Krah93] terms the Middle Kleene connectives), can be used to show therelationship between the dynamic logics developed in the current work and trivalentlogics. Note that the correspondencebreaks down once we move to a quanti�cationallogic, since the dynamic systems discussed manifest quanti�er-scope properties notfound in any standard trivalent system.The Peters' connectives may be likened to the strong Kleene connectives, exceptthat if the left-hand formula under a binary Peters' connective is unde�ned, thenthe whole formula is unde�ned:



Section 6 Presupposition 63De�nition 6.1 (The Peters' Connectives). The 3 valued interpretation of a com-plex formula � relative to a world w, written [[�]]3w, is given by recursion over thefollowing truth tables:� ^  t f ?t t f ?f f f f? ? ? ? �!  t f ?t t f ?f t t t? ? ? ?� _  t f ?t t t tf t f ?? ? ? ? � :�t ff t? ?De�nition 6.2 (Entailment in the 3-valued system). Let [[�]]w3 be de�ned using thePeters' connectives and the trivalent interpretation of the presupposition operatorgiven in de�nition 2.7. Then trivalent entailment is given by:�jj=3 i� 8w 2W; [[�]]w3 = t ) [[ ]]w3 = tDe�nition 6.3 (Entailment in the Update System). Let [[:]]u be as in [[:]] of de�ni-tions 4.4, 4.5 and 4.7. Then dynamic entailment is given by:�jj=w i� 8� � W �[[�]]u� ! �[[ ]]u�Fact 6.4.�jj=3 i� �jj=w A proof is given in [ Bea95].526.3. From Cancellation to AccommodationAccommodationprovides one of the great unifying themes of modern presuppositiontheory, since many theories of presupposition which were not originally proposedas accommodation theories can be thought of in terms of accommodation. In asense cancellation is the inverse of global accommodation. Heim [ Hei83a], aftersuggesting her enhancement of the CCP model with an account of accommodation,makes the following observation:Note that by stipulating a ceteris paribus preference for global over localaccommodation, we recapture the e�ect of [Gazdar's] assumption that pre-supposition cancellation occurs only under the threat of inconsistency.52 In fact the proof in [ Bea95] concerns a system with a unary connective @ instead of the binarypresupposition connective. However, the systems are interde�neable, with � =def �^ @ , so theproof carries over directly.



64 David Beaver Ch. 1I �nd this stunning. With one short remark buried in a terse paper Heim o�ers asimple synthesis between the two antitheses of 1970's presupposition theory, namelythe Karttunen 1974 derived model which her paper uses as its base, and Gazdar'scancellation account. Perhaps implicit in Heim's remark is the idea that globalaccommodation of an elementary presupposition may be identi�ed with what wastermed projection in earlier models. In this case whenever accommodation is notglobal, we have the e�ect of cancellation. Looked at this way, a preference for globalover local accommodation becomes a preference for projection over cancellation, andgiven an appropriate stipulation of the circumstances in which this preference can beoverridden (e.g. in order to avoid inconsistency), the e�ects of a cancellation theorycan be mimicked. In a stroke this shows a way to eliminate the bulk of existingcounter-examples to the CCP model, in particular examples where a presuppositionassociatedwith an embedded trigger is eliminated by explicit denial. Further, and incommonwith van der Sandt's cancellation account, Heim's remark introduces a wayof thinking about Gazdar's theory that preserves his insight that default reasoningis involved in the processing of presuppositions, whilst restoring the intuition that,in some sense, presuppositions are to do with what come �rst, with de�nednessconditions on the input rather than preferences on the output. Note that in [ vdS88]van der Sandt is explicit in identifying his cancellation analysis as involving anaccommodation-like mechanism, although this was not the case in his theory's �rstincarnation [ vdS82]. Also note that for Heim's analogy between cancellation andaccommodation theories to really drive home it is important that in the cancellationaccount it is assumed that presuppositions are also part of the asserted content.Entailment of presuppositions is what produces the e�ect of local accommodationin cases where the presupposition is globally canceled.6.4. The Transformation from Russell to van der SandtNow let us consider a very di�erent type of theory, that of Russell, in which al-ternative presuppositional readings are obtained only as a result of variations inlogical scope. Strangely, these scopal variations are mirrored by the alternative ac-commodation readings in van der Sandt's theory, save that Russell's logical formshappened to be expressed in FOPL, whereas van der Sandt's are expressed in thelanguage of DRT. Russell gave few hints as to how his logical forms should bederived, and I see no obvious reason why a Russellian theory of scopal variationshould not be developed where scope bearing operators are initially interpreted insitu to produce a �rst logical form, and are then moved about to produce the �nallogical form in a manner reminiscent of the semantic move-� operations of vander Sandt's theory.53 Thus we see that the transformation from Russell to van der53For formulations of Russellian theories of presupposition, see the work of Delacruz [ Del76],Cresswell [ Cr73, pp.168-169] and Grice [ Gr81]. Also relevant is Neale's [ Ne90], although this doesnot target presupposition per se. Kempson [ Kem75, Kem79], Wilson [ Wi75] and Atlas [ At76,At77], whilst holding in common with Russell that there is no special presuppositional componentto meaning, provide forceful arguments against the Russellian explanation of presuppositional



Section 6 Presupposition 65Sandt is surprisingly small.For instance, a neo-Russellian and van der Sandt accounts allow essentially thesame two readings for sentences like `The King of France is not bald.' Taking `�'to be a Russellian de�nite description operator, the Russellian narrow scope nega-tion reading can be represented as �x[k-o-f(x)](:bald(x)). Corresponding to this isthe van der Sandtian global accommodation reading in (a), below. On the otherhand the neo-Russellian wide-scope negation reading, :(�x[k-o-f(x)](bald(x))), isanalogous to van der Sandt's local accommodation reading, in (b).(a) xk-o-f(x) : bald(x)(b) : xk-o-f(x)bald(x)But this is not to deny that van der Sandt's theory incorporates important in-novations. Firstly, van der Sandt's account includes not only an accommodationcomponent, but also an anaphoric resolution component completely alien to theRussellian picture of de�nites. Secondly, van der Sandt not only allows for presup-positional elements to take di�erent scopes, he also provides an account of whichscopes are to be preferred, and this is again something absent from the Russellianaccount. Thirdly, and speci�cally as a result of being situated in DRT, van derSandt's model allows for extra possibilities which would not be available to Russell.For instance, a presupposition � triggered in the consequent of a conditional may,in van der Sandt's theory, eventually make its way to the antecedent of the condi-tional. Such a transformation would make no sense on the Russellian picture, sincean element in the antecedent of a conditional could classically not bind material inthe consequent.inferences in terms of scope.



66 David Beaver Ch. 16.5. Empirical DiscussionConsider the following three �ve-way examples, some of which have already beendiscussed ((i{v) are understood according to the list beneath the examples):(6.1)If David wrote the article then the knowledge that (i/ii/iii/iv/v) will confoundthe editors.(6.2)If David wrote the article and the knowledge that (i/ii/iii/iv/v) disturbs theeditors, they'll read the manuscript very carefully.(6.3)If knowledge that (i/ii/iii/iv/v) disturbs the editors and David wrote the arti-cle, they'll read the manuscript very carefully.(6.4)Either David didn't write the article, or the knowledge that (i/ii/iii/iv/v) willconfound the editors.i = `the article is already �nished'ii = `he (i.e. David) wrote the article'iii = `he (i.e. David) wrote the article whilst blindfolded and juggling torches on horse-back'iv = `no decent logician was involved (in writing the article)'v = `the article was written in record time'Example 6.1(i) may be translated as A ! (@a ^ B), where A is the propositionthat David wrote the article, a is the proposition that the article is already �nishedand B is the proposition that the editors are confounded by the knowledge thata. Since 6.1(i) does not imply that the article is already �nished, i.e. that thepresupposition triggered by the factive `the knowledge that' is cancelled. We derivethe datum: A! (@a ^B) 6 jj= a. The presupposition is also cancelled in 6.1(ii), i.e.A ! (@A ^ B) 6 jj= A, and similarly for the (i) and (ii) cases, i.e. from 6.2(i,ii) weobtain (A^ @a ^B)! C 6 jj= a and (A^ @A ^B)! C 6 jj= a, and from 6.4(i,ii) weobtain (:A)_ (@a ^B) 6 jj= a and (:A)_ (@A ^B) 6 jj= A.***54The (iii) variants of 6.1{6.4 are rather odd. In spite of this oddity, I think it issafe to say that they do not imply that David actually did write the article whilstblindfolded and juggling torches on horseback, since they do not imply that he wrotethe article at all. So if a corresponds to `David wrote the article', A to the sentimentin (iii), and B to the editors being confounded by the knowledge that A, we derive a�rst datum for 6.1(iii) to the e�ect that a! (@A^B)j6j=A, and correspondingly for6.2 and 6.4. But the sentences do seem to suggest that it is a matter of course thatif David wrote the article then he did so in the strange circumstances described.My feeling is that all three sentences improve markedly if they are preceded, forexample, by `David is the only academic I know to have a successful simultaneous careerin the circus, and he always writes his articles whilst performing. But: : : '. Given thisextra background, the likelehood that if David wrote the article then he did so whilst54THIS SUBSECTION REQUIRES ADJUSTMENT DUE TO A CHANGE IN NOTATION



Section 6 Presupposition 67blindfolded and juggling on horseback surely improves. One possible explanation ofthe mild infelicity of the (iii) variants is then that they presuppose something that israther unlikely, a conditional a! A. Thus we derive the datum: a! (@A^B)jj=a!A. I will not claim that the data is so clear that a theory which does not make thisprediction of what may be called a conditionalised presupposition is wrong, for manyauthors have argued against the occurence of conditionalised presuppositions.55 ButI do think that prediction of such a conditionalised presupposition provides one lineof explanation for the oddity of the (iii) cases, so that a theory which fails to predictthe conditionalised presupposition should explain the infelicity in some other way.What distinguishes the (iv) and (v) variants from the previous three is that logicalone does not allow us to link the presupposition to other material in the examples.For instance, whereas the article being �nished is a logical consequence of Davidhaving written the article, it is neither the case that there being no decent logicianinvolved follows automatically from David having written the article, nor vice versa.Concentrating on 6.1 | I take it that the remaining examples are similar | both6.1(iv) and 6.1(v) can be notated as A! (@B ^C). However, there appears to bea signi�cant di�erence between the behaviour of the presuppositions in 6.1(iv) and6.1(v). To wit, on hearing 6.1(iv), one would not normally conclude that no decentlogician was involved in writing the article, but on hearing 6.1(v) I think it quiteplausible that one would conclude that the article was completed in record time. Soin the �rst case the presupposition is apparently cancelled, whereas in the second it(at least optionally) projects. But now let us consider 6.1(iv) in slightly more detail.Though the presupposition might not be implied per se, a hearer would perhaps betempted to conclude something else which is subtly linked to the presupposition,something that seems rather mysterious in its generality, namely that David is nota decent logician, and that decent logicians are not involved when he writes anarticle. But where could an inference to such a generalisation arise from? One lineof approach would be to say that the sentence has a conditionalised presuppositionof the form A ! B, i.e. that if David wrote the article then no decent logicianwas involved, and that this is in some way pragmatically justi�ed in terms of ageneralisation about David's ablities qua logician. One line of approach would beto say that in both the version (iv) and version (v) examples, the presuppositionis initially only projected in conditionalised form, but that additional pragmaticmechanisms then cause strengthening, but that in the version (v) case this extrastrengthening actually leads the hearer to conclude that the presupposition wastrue. Then again, one could also argue that there is some ambiguity involved ininterpreting sentences having the form of A! (@B^C), and that on one reading apresuppositionB is projected, but that on another reding either the presuppositionis cancelled altogether (in which case some wholly non-presuppositional explanationis needed for the inferences that I have mentioned in connection with the version(iv) cases), or that a consitionalised A! B inference arise. As we will see, di�erenttheories of presuppositionmake quite di�erent predictions with respect to sentences55For arguments against conditionalised presuppositions see [ vdS82, Geu95]. Elsewhere I haveattempted a defence of conditionalised presuppositions, in [ Bea95].



68 David Beaver Ch. 1of this form.Gazdar's theory correctly predicts that � = (A ^ @A ^ B) ! C j6j= A (c.f.6.2(ii)), this being a case where implicature plays an important role. Here thepotential implicature :K(A) is su�cient to cancel the potential presuppositionK(A). However, if the presupposition in � is weakened, the implicature fails to havethe same canceling e�ect, so that (A^@a^B)! C jj= a: unfortunately this contrastswith the data reported earlier w.r.t. 6.2(i)) (and similarly for 6.1(i)), 6.4(i)). Thepredictions of the theory are also questionable in cases where the presupposition in� is replaced with one logically stronger than the implicature.We have that (a^@A^B)! C j6j= A. Thus in this sort of example the presupposition disappears withouttrace, whereas in the relevant example, 6.2(iii), the failure of the presupposition todisappear completely leads to infelicity. It was claimed that a possible explanationwould be the emergence of a conditionalised presupposition a! A in such cases. Inthe Gazdarian account there is no mechanism whereby such presuppositions couldemerge.Another problematic type of example for Gazdar's theory are those where (likethe (iv) and (v) variants of 6.1-6.4) presupposition projection is determined byplausibility with respect to common sense knowledge about the world, and not bylogical consistency with previous knowledge. Perhaps here an alternative theory ofpresupposition might improve on Gazdar's. It is conceivable that Mercer's modelmight be utilised in cases where plausibility rather than logical consistency plays arole in in predicting cancellation. Presumably plausibility criteria would themselveshave to be captured using default rules, such that evaluation ofpresuppositions tookplace against a background of a database containing both absolute knowledege anddefault rules, both of which could determine whether projection occurred.Finally, a summary of the the behaviour of various of the systems discussedis given in the following table. A convention is adopted wrt. the proposition let-ters p; P; � it being assumed that models are restricted such that { j= � j= p: allother proposition letters are assumed logically independent. The theories comparedare Weak Kleene/External Bochvar (WK), Strong Kleene (SK), supervaluation se-mantics (SUP), Peters' connectives (P), Karttunen and Peters' two dimensionalsystem56 (KP), Karttunen's 1974 model (K74), Heim's 1983 model minus accom-modation (H), Karttunen's 1973 model, Gazdar's cancellation theory (G), the com-bined Karttunen/Gazdarmodel introduced earlier (KG), and van der Sandt's DRT-based theory57 (vdS).56KP was not presented in terms of PrL, but its relation to other systems discussed is wellestablished.57 I use some latitude in interpreting how van der Sandt's model behaves, translating into naturalDRT equivalents of the formulae given, and taking the maximal presupposition to be whatever isglobally accommodated.
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